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FreeScup: A Novel Platform for Assisting
Sculpture Pose Design
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Abstract—Sculpture design is challenging due to its inherent
difficulty in characterizing artworks quantitatively; thus, few
works have been done to assist sculpture design in the past decades
in the multimedia community. We have cooperated with several
sculptors on analyzing styles of different artists consisting of
Giacometti, Augeuste Rodin, Henry Moore, and Marino Marini
from which we find pose editing plays an important role in
sculpture design. Motivated by this, we present a novel platform
that allows sculptors to edit virtual three-dimensional (3-D)
sculptures by a free way. The proposed platform consists of
three modules, namely, sculpture initialization, sculptor-sculpture
mapping, and interactive pose editing. In sculpture initialization,
a virtual 3-D sculpture is first incrementally reconstructed from
multiview images. Then, we define Laplace operator and its
corresponding spectrum to describe the geometry information of
the reconstructed sculpture. During sculptor–sculpture mapping,
we apply spectral analysis on the low-frequency parts of the
spectrum to search for candidate editing points on the surface
of the sculpture. Next, body actions of the sculptor are captured
by Kinect and further mapped onto editing points as a predefined
configuration set. Finally, during interactive pose editing, a real-
time Kinect-driven sculpture pose editing scheme is presented,
which not only preserves geometry features of the sculpture but
also allows instant changes of sculpture poses. We demonstrate
that our platform successfully assists sculptors on real-time pose
editing by comparing its performance with those of the existing
sculpture assisting methods.

Index Terms—Artistic design, FreeScup, pose editing, sculpture,
spectral.

I. INTRODUCTION

D ISPLAYING sculpture artworks in public locations where
thousands of people can see is the dream of most sculptors

[1]. It is true that sculptors have benefited from the recent tech-
nologies such as 3D geometric modeling [2], artwork retrieval
[3],[4], 3D visualization [5], and 3D printing [6],[7] in producing
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various sculpture artworks. For example, in sculpture modeling,
precisely defined and highly optimized shapes following a clear
underlying logic [8] are used in abstract sculpture design, which
results in several sculpture families with small physical maquette
or large-scale sculpture design [9]. Human-centered interaction
techniques have also been adopted, for example, in the “See me,
Feel me, Touch me, Hear me” project [1], a trajectory crossing
sculptures is crafted by combining textual and audio instructions
to drive directed viewing, movement and touching in a sculpture
garden. In this sense, artists are benefiting from the rapidly de-
veloping computer techniques and various multimedia devices.

However, few works have been proposed to assist sculpture
design in the multimedia community due to the inherent diffi-
culty in characterizing artworks quantitatively. Therefore, real-
life sculpture design now still remains to be a tedious work for
most sculptors [9]. In the past years, we have cooperated with
several sculptors on developing new tools for assisting sculp-
ture design, especially aiming at simplifying the current artwork
design processes to inspire more fantastic ideas. Generally, the
traditional sculpture design consists of the following 6 steps
from conception, initialization, drafting, molding, coloring to
finalization (see Fig. 2):

1) Step 1: Conception. A sculptor has to find inspirations for
artistic design in this step. In most cases, the sculptor may
utilize pen and paper to write down conceptions without
the help of any multimedia techniques.

2) Step 2: Initialization of artwork design. Once the sculptor
has some ideas in designing a sculpture, he/she starts to
initialize different aspects of the artwork, such as style,
material, size and shape. In this step, the sculptor will
initialize his/her ideas to view the artwork in mind through
any painting software or directly drawing it on papers.

3) Step 3: Sculpture drafting. In this step, the sculptor has
to draft a small-scale clay/stone/wood/metal sculpture to
decide whether the artwork satisfies himself/herself. In
practice, such a physical sculpture has to be modified
quite a lot times until it meets all the requirements of
artistic design.

4) Step 4: Molding. After drafting, the sculptor has to further
mold the full-size physical sculpture for viewing.

5) Step 5: Coloring. In this step, the sculptor strengthens the
artistic style of the full-size sculpture through coloring
and texturing.

6) Step 6: Finalizing the art design. After all the previous
steps, the sculptor finishes artwork design after necessary
minor revisions.

Among these steps, we find Step 3, namely, sculpture drafting,
is particularly inefficient and time-consuming since even a tiny
pose modification often requires re-drafting the whole sculpture
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Fig. 1. Different poses of sculptures generally lead to different meanings:
(a) The Thinker produced by Rodin, (b) The Age of Bronze produced by Rodin,
and (c) Discobolos produced by Myron.

using clay, stone, wood, metal or other materials. Now some
sculptors use 3D modeling software such as ZBrush and Maya
in this step to avoid re-drafting physical sculptures; however,
these tools are still too complicated for most artists to learn.

Essentially, re-drafting in Step 3 is a process of changing the
artistic style of the sculpture. With the help of the sculptors,
we analyze different styles from classic sculpture artworks
produced by Giacometti, Augeuste Rodin, Henry Moore and
Marino Marini. We find a fact that sculpture pose plays an
important role in distinguishing different sculpture styles. For
illustration, the sculptures produced by Giacometti often share
the shame shape property of long or thin, symbolizing humans
are burned out in wars. For comparison, the shapes of the sculp-
tures produced by Rodin are often plump, implying humans
have stepped into a new age of civilization. Fig. 1 gives some
examples to show the importance of pose editing in sculpture
design, where unseen pressures are hidden in (a) through
the shrinking body pose, (b) is relax and stretchable, implying
humans have been liberated from an uncultured society,
while (c) represents the vitality of humans through a nearly
symmetrical “S”-like body pose.

Inspired by above discussions, we decide to utilize multime-
dia technologies/devices to provide efficient and intuitive tools
for sculptors. To decrease the re-drafting time in Step 3, start-
ing with a virtual sculpture shape and then providing tools for
assisting free pose editing on it is feasible. That is, we aim at
providing a novel platform to assist re-drafting in Step 3 by
first initializing the virtual 3D shape of a sculpture, and then
providing real-time tools for the sculptor to edit the poses of the
virtual sculpture freely. We utilize a RGB-D camera to capture
body actions of the sculptor to drive pose editing on the vir-
tual sculpture as shown in Fig. 3, where one can see different
poses can be produced for viewing quickly. This helps inspire
more innovative artistic ideas for the sculptor through a free and
efficient way.

In this paper, we propose a novel sculpture platform named
FreeScup to assist free sculpture pose design in real time. Fig. 4
shows the workflow of the proposed platform, which consists
of three modules, namely, sculpture initialization, sculptor-
sculpture mapping, and interactive pose editing. The sculpture
initialization stage is composed of Fig. 4(a) and 4(b). During this

stage, a virtual 3D sculpture is first obtained by either using an
existing 3D reconstruction approach from multi-view images or
a 3D scanner. Next, we propose to use Laplace operator and its
corresponding spectrum to represent the reconstructed 3D ge-
ometry for further pose editing. The sculptor-sculpture mapping
stage includes Fig. 4(c)–(e), where candidate editing points on
the surface of sculpture are first automatically searched, and then
body joints of the sculptor are manually mapped onto particular
editing points as a pre-defined configuration set, which is used to
bind 21 body joints of the sculptor with specific editing points on
the sculpture to drive further free pose editing. The interactive
pose editing stage is shown in Fig. 4(f), where we convert the
problem of sculpture pose editing to the minimization of local
geometry features represented by Laplace coordinates. To solve
the minimization problem in real time, we construct a Kinect-
driven reduced model based on the spectrum of the sculpture to
describe the propagations during pose editing.

The main contribution of the paper is to propose a new sculp-
ture art design assisting platform that supports free sculpture
pose modifications. The proposed platform provides artists an
efficient approach to edit the poses of sculpture artworks. By
this way, we believe human burden can be reduced to a certain
extent, which helps sculptors focus more on finding fantastic art-
work ideas during their sculpture design steps. Our experimental
results and the comparison results demonstrate the effectiveness
of the proposed platform. To the best of our knowledge, this is
the first work towards assisting sculpture artistic design by using
multimedia techniques and devices.

The rest of the paper is organized as follows. Section II gives
an overview of the related work on sculpture design. The ini-
tiation of sculpture design is introduced in Section III. Then
the mapping from sculptor body joints onto editing points is
introduced in Section IV. In Section V, the details of real time
Kinect-driven sculpture pose editing are discussed. Section VI
shows our experimental results, and finally Section VII con-
cludes the paper.

II. RELATED WORK

Few works have been done to assist sculpture design in the
past decades according to our review on the literature as intro-
duced. Existing multimedia techniques related with sculpture
design can be roughly categorized into three classes, namely,
sculpture modeling, sculpture editing and human-centered in-
teractions.

Sculpture modeling: Sculpture modeling is widely used in
sculpture design, which provide methods in initializing virtual
3D sculptures for further processing. The existing methods of
sculpture modeling can be further classified into three cate-
gories: manual construction with 3D modeling software (e.g.,
ZBrush and Maya) [10], the reconstruction with 3D scanning de-
vices [11], [12], and image-based 3D reconstruction algorithms
[13], [14]. Note that the latter two kinds rely on the existence
of a physical sculpture for reconstruction. In these methods, 3D
modeling software always bring a lot additional learning costs
and sometimes are too complicated for artists. Scanners are
widely used for 3D modeling by estimating depth information
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Fig. 2. Traditional way of sculpture design. (1) Conception, (2) Initialization of artwork design, (3) Sculpture drafting, (4) Molding, (5) Coloring, and
(6) Finalizing the artwork.

Fig. 3. Pose editing examples on a virtual sculpture driven by body actions
of the sculptor: changing the original pose to (a) a Kungfu like pose, (b) a Hug
like pose, and (c) a kicking pose.

for each pixel of a physical sculpture through projecting ei-
ther laser or structured-light onto the sculpture. Note that a
laser-based scanner device (e.g., lidar) often requires a rela-
tively long time to generate a high precision 3D model [15] for
either outdoor or indoor sculptures. For comparison, the reason-
ably priced structured-light-based scanners (e.g., Kinect) can
now instantly produce 3D models [11] for small-size indoor
sculptures. Instead, image-based 3D algorithms utilize multi-
view-stereo (MVS) methods [16], [17] to reconstruct dense and
detail-abundant surface models from a moderate number of cal-
ibrated multi-view images.

Sculpture editing: There are different methods for assisting
sculpture editing. Some methods focus on the combination of
symbolical sculptures. For example, Séquin et al. [2] introduce a
tool to help the conception and realization of large-scale bronze
geometrical sculptures, which not only allows sculptors to scale
each sculpture on different sizes, but also facilitates the design
of new sculptures that lie in the same conceptual family. Some
other methods aim at shape editing of virtual 3D sculptures,
which first convert the given sculpture into a set of controllers
such as cage [18] and skeleton [19] embedded in the sculpture
itself, and then define the transformation from the controllers
to the surface of the sculpture for 3D editing. One problem
of such methods is artifacts are sometimes brought due to the
fact that local artistic characteristics are not preserved [20].
Such methods are actually designed for professional users with

complicated tools that concentrate on geometric editing but not
for sculptor artists.

As an alternative of embedded controllers, some other meth-
ods formulate sculpture editing as a global variational minimiza-
tion problem to preserve local artistic characteristics, which are
constrained by intuitive controllers defined on surface directly.
For example, differential coordinates such as Laplacian coordi-
nates [21], [22] and gradient fields [23], [24] can be adopted to
describe particular artistic characteristics. However, a relatively
long set-up and updating cost is often required to solve such
minimization problem. Therefore, it is difficult to provide an
intuitive and real-time framework for sculptors. Au et al. [25]
construct a reduced model for the minimization problem by
sampling isolines to achieving a low updating cost. However,
the size of their reduced model is linear with the number of
controllers, which leads to a long iterative time if the sculptor
sets a lot controllers.

Human-centered interactions: Human-centered interactions
have been widely used in sculpture-based applications to help
sculpture design or viewing. For example, Barmpoutis et al. [26]
propose a sculpture-retrieval system to search for sculptures that
have specific poses from the Graeco-Roman Sculpture Artwork
Dataset by inputting different poses of human bodies captured
by a depth sensor. Considering the devices used in interactions,
we further classify these methods into the following two cate-
gories, namely, tangible methods and stereo vision methods.

Tangible user interfaces [27], [28] intuitively help users edit
poses. For example, Jacobson et al. [29] develop an articu-
lated device to allow fine-grained controls over a lot degrees of
freedom on a character, which results in desirable pose editing
results. However, their method requires particular compositions
of mechanical parts of the character, which limits the use in
other applications.

Stereo vision devices such as Kinect [30] and Intel RealSense
do not require additional settings for editing. Moreover, stereo
vision methods share the properties of low-cost and free user
interfaces that can be controlled by users easily. Now stereo
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Fig. 4. Proposed platform for assisting sculpture design: (a) inputting a set of multi-view sculpture images, (b) reconstructing a virtual 3D sculpture and
calculating its Laplace operator L, (c) searching for candidate editing points on the surface of the sculpture, (d) using Kinect to capture body actions of the sculptor,
(e) mapping body actions onto the surface of the sculpture by a pre-defined configuration set, (f) Kinect-driven sculpture pose editing, and (g) obtaining pose
editing results.

vision devices are used by a lot real-life applications as in-
put devices. For example, the 3D puperty project [31] offers a
natural interface that allows users to create animation stories
by directly performing with their puppets before Kinect. Some
more real-life systems can also be referred in [32] and [33].
Note that such methods are not well-suited for pose editing of
non-humanoid characters. To solve the problem, Seol et al. [34]
propose the combination of different feature mapping functions
to enable natural transformation from human body actions to
control handles of non-humanoid characters.

III. INITIALIZATION OF SCULPTURE DESIGN

In this section, we first give brief discussions on the recon-
struction of a virtual sculpture based on our method presented
previously, then we show how to construct Laplace operator and
its corresponding spectrum for pose editing with details.

A. Reconstruction of 3D Virtual Sculptures

On the proposed platform, the sculptor can either directly use
an existing virtual sculpture or build his/her a virtual sculpture
using an existing 3D reconstruction algorithm from multi-views.
The latter has a relatively lower cost and higher convenience for
artists especially compared with geometric modeling methods.
To achieve desirable quality of reconstruction, we first perform
co-segmentation [35] on multi-view images to separate the
sculpture from background. In other words, we utilize visually
similar foreground visual features of multi-view images for
segmentation in this step by calibrating multi-view images [36]
and constructing a two-label MRF framework to assign label
1 to the sculpture and 0 to its background. Note that the global
appearance smoothness, the penalty to local different labels,
and the objectness measurement in [37] are involved. After cal-
ibrating and segmenting, we adopt our previous incremental 3D
reconstruction method [14] to generate the virtual sculpture M
over these multi-view images. That is, we first roughly initialize
the sculpture by a set of uniformly sampled multi-view images,
and then incrementally update the sculpture by involving more
multi-view images to minimize the energy function to guarantee

the quality of reconstruction. More details can be referred in
[14].

B. Constructing Laplace Operator and Its Spectrum

In this subsection, we show how to construct the Laplace op-
erator and its corresponding spectrum for the virtual sculpture.
Our goal is to construct Laplacian coordinates to represent both
the local characteristics and the global shape of the sculpture
using the components of the spectrum of the Laplacian matrix
for further pose editing.

Specifically, for the sculpture reconstructed from multi-view
images, we first perform post refinements to reduce artifacts
through filling holes and removing noises. We then represent
the virtual sculpture as a graph of M = (X,E) with a vertex set
X and an edge set E, where X = [xT

1 , xT
2 , ..., xT

nver
]T , xi ∈ R3 ,

while nver denotes the number of the vertices on the virtual
sculpture. Supposing δi gives the Laplacian coordinate of xi ,
the result of applying the discrete Laplacian operator to xi is

δi =
∑

{i,j}∈E

wij(vj − vi) =

⎡

⎣
∑

{i,j}∈E

wijvj

⎤

⎦ − vi (1)

where
∑

{i,j}∈E wij = 1, and wij are the weights of δi . We
thus adopt a cotangent weighting scheme [38], which gives
an approximation for local characteristics such as surface
normals, curvatures and local triangle shapes. The cotangent
weights are respectively represented by wij = � i j∑

{i , k }∈E � i k
and

�ij = cot α + cot β, where α and β are the two angles opposite
to edge {i, j}. We use an n × n Laplacian matrix Lc defined as
follows to obtain Laplacian coordinates for the sculpture:

Lc
ij =

⎧
⎪⎨

⎪⎩

−1 i = j

wij (i, j) ∈ E

0 otherwise.

(2)

Next, we compute x, y and z coordinates of Laplacian coor-
dinates σ(X),X ∈ {x, y, z} separately by

σ(X) = LcX. (3)
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Fig. 5. User interface to customize the mapping from Kinect captured body joints to the editing points on the surface of sculpture.

After constructing the Laplacian matrix Lc for the virtual
sculpture, we compute eigenvectors of Lc using the ARPACK
solver. We sort normalized non-zero eigenvectors [φ1 , φ2 , . . .]
with an increasing order of eigenvalues of [λ1 , λ2 , . . .]. Each
eigenvector φi represents a scalar function on the surface of the
sculpture with the value φv

i assigned to each vertex v. Essen-
tially, the eigenvectors of the Laplacian matrix form a spectrum,
which are regarded as ‘Shape DNA’ representing the geome-
try of the virtual sculpture on different scales [39]. Among the
spectrum, we focus on its low-frequency components, namely,
the eigenvectors with smaller eigenvalues. This is due to the
fact that low-frequency eigenvectors can smoothly describe the
global shape [40] and thus a smooth sculpture can be approxi-
mately characterized using the first several eigenvectors. Based
on the experiments on a lot sculptures, we find generally the
first 15 eigenvectors (ne = 15) are sufficient to represent ge-
ometry information of sculptures. As a result, we utilize the
constructed Laplacian spectrum {φi}ne

i=1 as low-frequency ge-
ometry features in searching for pose editing points and freely
editing different styles of sculpture poses. Note that during pose
editing, the high-frequency details represented by Laplacian co-
ordinates of the sculpture will be well preserved.

IV. MAPPING SCULPTOR ACTIONS ONTO

SCULPTURE ARTWORK

In this section, we first apply spectral analysis on the low-
frequency Laplacian spectrum to search for candidate editing
points on the surface of the sculpture. After that, we allow the
sculptor to customize the mapping from his/her body joints to
these editing points. Then during interactive pose editing, body
actions captured by Kinect will be transformed to the editing
points to drive pose editing.

A. Searching for Editing Points

For free pose editing, we need first automatically select proper
points as handles for editing. Through the experimentations on
selecting different types of editing points on sculpture artworks,

we basically summarize the following two criteria to guide the
automatic discovery of editing point candidates:

1) Protrusion or prominent regions of the sculpture are es-
sential since actions on these places often lead to different
poses.

2) Joint or junction regions of the sculpture are also essential
since these regions reflect the range of propagation from
one part to another on the surface of the sculpture during
pose editing.

Base on these two criteria, for a given sculpture with any
shape, we search for its candidate editing points automatically
in the low-frequency components {φi}ne

i=1 as follows:
1) Searching for extreme points using eigenvectors: Due to

the intrinsic harmonic behavior of eigenvectors, the point
that has a locally maximum/minimum value in each eigen-
vector usually locates in a protrusion or prominent region
of the sculpture.

2) Searching for saddle points: Take a humanoid sculpture
as an example, saddle points most probably appear at
junction regions like human limbs. Therefore, a saddle
point here is a stationary one in eigenvectors, the value of
which is the minimum one along one axial direction and
remains the maximum on the crossing axis at the same
time.

3) Searching for the maximum points in the gradient field
of eigenvectors: The gradients values of eigenvectors, i.e.
{gi}ne

i=1 , is regarded as the fields defined on the sculpture
manifold. Essentially, the gradient field is sensitive in in-
dicating local variations on the surface of the sculpture.
A point with a large value in the gradient field implies a
rapid variation, which is usually considered as a joint on
the sculpture.

Fig. 6(a) shows some results of candidate editing points on a
Neptune sculpture, where we can find that most of the candidate
editing points are on joint or junction parts. This is valid since it
coincides with our expect. Manual interactions are also provided
by our platform to add/delete/drag editing point candidates on
the sculpture. As a result, we obtain a set of verified editing
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Fig. 6. Example of Kinect-driven pose editing: (a) automatically searched
editing point candidates on the sculpture, (b) extended editing regions from the
editing points, and (c) an example of action propagation from the left hand
to the whole sculpture in one eigenvector, where eigenvector values from the
maximum to the minimum are shown by different colors from red to blue.

points of H = {hj}ns
j=0 , where ns represents the number of

candidate points.

B. Mapping Sculptor Body Joints Onto Editing Points

Since sculptor actions captured by Kinect are represented by
a combination of human joints, the sculptor is required to cus-
tomize the mapping between body joints and editing points be-
fore editing. Based on the definition of body actions by Kinect,
we represent sculptor actions as a time-series structure of 21
body joints, including positions in X-Y plane, depth informa-
tion and joint orientations. Note that the number of 21 here refers
to the predefined maximal types of body joints that Kinect can
recognize. Considering that there are no exact correlations be-
tween the parts of a non-humanoid sculpture and human body
joints, we allow the sculptor to customize the mapping through
the user interface as shown in Fig. 5, which gives an example of
mapping sculptor joints onto the surface of a non-humanoid Pe-
gasus sculpture. Fig. 5(b) allows the sculptor to directly click on
the Kinect-captured joint image to choose joints, while Fig. 5(c)
allows to view, select, add or delete editing points from the
automatically searched candidates. After defining joints and
editing points, Fig. 5(a) allows to bind joints with particular
editing points. Note that the proposed platform supports pose
editing of both humanoid and non-humanoid sculptures. We
show some pose editing results of non-humanoid sculptures
produced by our platform in the second column of Fig. 11.
Note that our platform supports pose editing for both humanoid
and non-humanoid sculptures through manually mapping body
joints onto specific editing points. For illustration, we show
a non-articulated sculpture example in Fig. 7, which is pro-
duced on our platform by transforming joint actions of the
sculptor onto the non-articulated sculpture with a configured
mapping set.

During interactive pose editing, we notice that the input of
sculptor actions derived from Kinect sensors may be inaccurate
due to occlusions or outrange of sensor. Therefore, we further
propose the following two filters on the captured raw data to
stabilize sculptor actions:

Fig. 7. Non-articulated sculpture pose editing example produced by the pro-
posed platform: (a) the initialization of a vase sculpture and (b) the result of pose
editing driven by sculptor body actions. Note that the editing region labeled with
‘1’ is mapped to joint ‘Hand Right’, while ‘2’ is mapped to joint ‘Foot Right’.

1) Holt-Winters double exponential smoothing filter: This
filter applies Holt-Winters double exponential smoothing
to historical joint positions and orientations to get the
predictions on upcoming action data under a reasonable
assumption that there exists a trend in the captured action
data. By the interpolation between the prediction and up-
coming action data, this filter stabilizes joint locations and
orientations to remove most jitters and noises brought by
Kinect.

2) Limbs inferring filter: This filter is applied to the posi-
tions of occlusive limbs, aiming at preventing the jumpy
of limbs. Kinect can provide rough predictions for clipped
limb joints; however, the inference may be incorrect since
it is based on a limited depth image. We thus linearly in-
terpolate the previous smoothed joint positions and the in-
ferred positions to predict convinced positions for clipped
limbs by this filter.

After filtering, we compute the actions respected to the kth
joint as

{
dt+1

k = αk · g(f(pt+1
k ) − f(pt

k ))

rt+1
k = orth(f(ok )t+1 ∗ f(ot

k )−1)
(4)

where dt
k and rt

k represent the difference of joint positions and
the transformation matrix of joint orientations at time t, respec-
tively. pt

k and ot
k respectively denote the position in x, y, z plane

and the orientation described by a group of unit quarternion,
αk is the combination of scale and discard?> parameters, func-
tion f() denotes the discussed filters, function orth() represents
orthogonal normalization, which is designed to transform the
original orientation transformation to a rigid one [41], and func-
tion g() represents the action reshape transform, which converts
actions from the Kinect camera space to the sculpture space
based on the size portion of the Kinect input image and the
sculpture. Note that the time interval between t and t + 1 which
is named as one iteration equals to the updating frequency of
Kinect sensor (set as 30Hz).

The mapping process from joint actions of to editing points is
represented as a conversion matrix Mapnh ×21 , where the entry
at the jth row and the kth column of Map is set to 1 if the
sculptor define the mapping between the jth editing point and
the kth body joint, otherwise it is set to 0. Formally, we compute

thinkpad
高亮
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the actions of the editing points in the following matrix form as

Rt = Mapnp ×21 ∗ St
21×4 , (5)

where St is constructed from the set of joint actions {dt
k}21

k=1
and {rt

k}21
k=1 , and each row of Rt represents the actions of one

specified editing point hj , including translations dt
j and 4 × 4

rotation transformation matrix rt
j .

V. REAL-TIME KINECT-DRIVEN SCULPTURE POSE EDITING

In this section, we first transform the problem of pose editing
to the minimization of local artistic features. Next, we propose a
Kinect-driven reduced model to achieve real-time pose editing
based on the low-frequency Laplacian spectrum. Finally, we
present an iterative Laplacian editing framework by cooperating
with our Kinect-driven reduced model to allow free pose editing
in real time. The details are as follows.

A. Problem Describing

To preserve abundant surface details of the reconstructed
sculpture, we convert the Kinect-driven sculpture pose editing
problem to the minimization of time-series variances of local
shape features (e.g., curvature, normal and local rigidity) of the
sculpture. By encoding local shape features with Laplacian co-
ordinates, we further formulate the minimization as a global
optimization problem for solving the proper position of each
vertex under the Laplacian coordinates system. After position-
ing and orientating the mapped editing points, we rewrite (3) to
the following linear system to maintain Laplacian coordinates
during sculpture pose editing:

AXt+1 = b(Xt), with

A =

[
LD

ωΦ

]
and b(Xt) =

[
σ(Xt)

ωH

]
(6)

where Xt and Xt+1 respectively refer to vertex positions be-
fore editing and after editing, LD is the Dual-Laplacian operator
[21] constructed from the original sculpture, σ(Xt) represents
the Laplacian coordinates that depend on Xt , ω is a constant
to enforce the soft constraint in [24], H gives the locations of
mapped editing points, and ΦXt = H indicates that the mini-
mization problem is subject to the constraints of editing points.
The resulting sculpture is thus equivalent to solve (6) using the
following Gauss-Newton method:

Xt+1 = (AT A)−1AT b(Xt). (7)

where transformation matrix A is formed by transformations,
which change current vertex positions to result positions.

By analyzing (7), we find the computation of each iteration
ranging from t to t + 1 mainly depends on the size of AT A,
which can be defined before editing and remained unchanged
during editing. AT A is a sparse matrix with the size up to
nver × nver. This result may be very large especially for complex
sculptures (for example, the vertex number for the reconstructed
ChinaRed sculpture in Fig. 4 reaches 73539). Therefore, solving
(7) to achieve the latest position X is infeasible. Our target is

to provide a real time sculpture pose editing platform for sculp-
tors by solving the problems consisting of memory bottleneck,
expensive per-iteration cost, and slow convergence. Therefore,
we need find an appropriate way to decrease the size of trans-
formation matrix A during sculpture pose editing to reduce the
per-iteration computation cost.

B. Kinect-Driven Reduced Model

In this section, we describe how to construct the Kinect-driven
reduced model to achieve real-time pose editing. Essentially, the
Kinect-driven reduced model Ã is simplified from transforma-
tion matrix A with two aspects, that is, 1) the construction of
editing space by a subset of low-frequency Laplacian spectrum,
and 2) the construction of a reduced Kinect-driven propagation
scheme to describe how actions captured by Kinect are prop-
agated on the surface of the sculpture. Note that the proposed
platform provides the sculptor with functions that extend editing
point to editing regions formed by neighboring vertices for edit-
ing. For illustration, we show an example of editing regions on
the Neptune sculpture in Fig. 6(b). Each editing region offers six
degrees of freedom for both translation and rotation, while each
editing point offers three degrees of freedom for translation only.

Specifically, inspired by the reduced model in [25], [22] and
the inherent geometry information of Laplacian spectrum de-
scribed in Section III-B, we propose to construct a proper and
reduced transformation matrix Ã from the Laplacian spectrum.
To construct Ã, we need keep a low information loss from the
original Laplacian editing space described by A to reduced edit-
ing space described by Ã with a large number of eigenvectors.
Meanwhile, we need decrease the number of adopted eigen-
vectors to a reasonable size to achieve low computational cost
(previously we use ne = 15). Therefore, we choose to keep a
balance between information loss and computational cost by se-
lecting a sufficient number of eigenvectors to construct the edit-
ing space. Essentially, for the purpose of sculpture pose editing,
the main concern of the sculptor lies on the global consistence
of the shape of the sculpture. In another word, our reduced trans-
formation matrix Ã has to characterize the editing space of the
sculpture through smooth and global-sensitive eigenvectors.

Considering that the low-frequency components of Laplacian
spectrum share the properties like smoothness and global-sense,
we select the eigenvectors from the low-frequency Laplacian
spectrum {φi}ne

i=1 to construct the editing space. Specifically,
we utilize eigengap, which denotes the difference between two
successive eigenvalues |λi − λi+1 |, to determine the number of
eigenvectors ne by minimizing the information loss from A to Ã.
According to the Davis-Kahan theorem [42], for any symmetric
matrix A and its perturbed version Ã, i.e., Ã = A + G, the
distance between the original subspace V and the perturbed
subspace Ṽ , which are both formed by the first m eigenvectors,
is bounded by d(V, Ṽ ) = ‖G‖/δ, where δ coincides with the
eigengap |λm − λm+1 |. That is, regarding the potential editing
on our constructed cotangent-weight Laplacian matrix LC as
L̃C , the distance d(LC , L̃C ), i.e., the information loss from
LC to L̃C , is determined by eigengap. Therefore, we construct
the subspace of LC with eigenvectors from the low-frequency
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Laplacian spectrum, the number of which is determined by the
following maximal eigengap:

Ṽ = {φ1 , . . . , φnm
| nm = arg max

i
|λi − λi+1 |, 1 ≤ i ≤ ne}

(8)
where nm refers to the number of eigenvectors to construct the
sculpture editing space.

After constructing the editing space, we further propose a
reduced Kinect-driven propagation scheme to describe how ac-
tions captured by Kinect propagate on the surface of the sculp-
ture. We assume that the vertices on an isoline always receive the
same values of transformation in one eigenvector. We thus uni-
formly sample the eigenvectors to locate a set of isolines, each
of which is represented by a black circle as shown in Fig. 6(c).
The transformation associated with any isoline is directly deter-
mined by the Kinect captured body actions in our scheme, while
the transformation values of the rest vertices, which are not on
isolines, are interpolated from the transformation of isolines.
Essentially, isolines greatly decrease the size of transformations
from vertex number to isoline number during each iteration of
sculpture pose editing, which makes per-iteration editing faster
and easier to converge.

Supposing the kth joint is mapped to the jth editing point,
we calculate the transformation of the lth isoline in the ith
eigenvector as
{

pt
i,l = Rt

j −
2Rt

j · |φv
i,l − φv

i,j |
|2φv

i,j − 1| + 1
| 1 ≤ i ≤ m, 1 ≤ l ≤ niso

}

(9)
where Rt

j is the jth row of Matrix R formed by the translations
dt

k and rotations rt
k of the kth joint, φv

i,l and φv
i,j denote the

eigenvector values of the lth isoline and the jth mapped edit-
ing point, respectively. We set the number of sampling isolines
niso = 15 since it is a good balance between editing quality and
computation cost by experiments. Essentially, (9) regards the
ratios of eigenvector values as the ratios of transformations, and
properly computes rotations and translations of the triangles set
Θ based on Kinect captured body actions, where Θ refers to
the triangles that are crossed by isolines in the selected eigen-
vectors. We show one example of action propagation from left
hand to the whole sculpture in Fig. 6(c), where we can notice
the isoline that has a smaller eigenvector value (e.g., near the
left hand) gets a larger transformation value.

Once transformations of isolines are determined by Kinect
captured body actions in (9), we calculate the transformation of
vertices based on the transformation of isolines pt

i,l by

pt
v =

i=nm∑

i=1

θi ∗ ωi,v ∗ pt
i,l + θi ∗ (1 − ωi,v ) ∗ pt

i,l+1 (10)

where v is supposed to locate between the lth and the (l + 1)th
isolines, ωi,v denotes a linear weight determined by the differ-
ence of the eigenvector values between v and its lth neighboring
isoline. θi denotes the weight of the ith eigenvector with re-
spect to the spectrum. Regarding x-coordinates of the sculpture
as a signal and ei as a basis of the x signal, we compute their
coefficients βx,i by Eigenspace projections, i.e., βx,i = x · φi .

Similarly, we obtain the coefficients for y− and z−coordinates
as βy,i and βz,i , respectively. It is a natural way to use the com-
bination of these spectral coefficients to quantify the weight θi

of eigenvector θi =
√

β2
x,i + β2

y ,i + β2
z ,i .

C. Iterative Sculpture Pose Editing

Based on the proposed Kinect-driven reduced model Ã and
the mapped Kinect-captured action input Rt defined in (5), we
rewrite (7) in a matrix form to compute the resulting sculpture:

⎧
⎪⎨

⎪⎩

Ã = AW

P = ERt

Xt+1 = (ÃT Ã)−1ÃT b(PXt)

(11)

where W is a weight matrix constructed from {θi}, {ωi,v} and
{φi}, which reduce the original Laplacian space to the spectrum-
based and isoline-based editing space. P represents the propaga-
tion of transformations from Kinect recognized joints to isolines,
where E is a column vector constructed by the set of eigenvector
values, i.e., {φv

i,l} and {φv
i,j}. Function b() computes the local

transformation, thus the Laplacian coordinates at time t can
properly be changed to fit the orientations of sculpture surface
at time t + 1. The transform process of Laplacian coordinates
can also be reduced by sampled isolines. We thus compute the
Laplacian coordinates at time t + 1 as σ(PXt) = WPΨt , where
Ψt represents Laplacian coordinates at time t.

To solve (11) for obtaining pose editing results, we adopt an
iterative Laplacian editing framework [24], [21] to iteratively
and alternatively update P and X , which provides intermediate
pose editing results to guide artwork design. During updating
P , (9) implies the computational cost of updating P is relatively
small since the updating of P only involves the triangles in Θ
that are crossed by isolines. During updating Xt+1 , compared
with the original transformation size, namely, the whole mesh
vertex nver × nver, we achieve a reduced transformation matrix
ÃT Ã with the size of 4neniso × 4neniso after the projection of
the Kinect-driven reduced model, which significantly speeds
the per-iteration updating and convergence rates and results in
real-time sculpture pose editions.

During pose editing, the sculptor can instantly view visual
appearances of the result sculpture to decide whether it satisfies
himself/herself. If the result shape coincides with the artistic idea
of the sculptor, he/she can move to the molding step directly to
complete the full-size sculpture. With the rapid development of
3D printing [43], [44], the sculptor can also use such a device to
convert the result virtual sculpture to a physical one. Actually,
the existing 3D printing technologies not only allow sculptors
to rebuild sculpture artworks by a convenient and cheap way,
but also support creating particular instances of artworks using
multi-material printing [6] or multi-style design [45].

VI. EXPERIMENTAL RESULTS

In this section, we show the effectiveness of the proposed
platform in helping sculpture pose editing. As shown in Fig. 8,
several sculpture pose editing results produced by the proposed
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Fig. 8. Proposed platform supports sculpture pose editing by imitating the poses from sculptors. Left: the sculptor’s poses. Right: pose editing results of an
example sculpture.

platform are illustrated. Experiments on user study for assisting
sculpture design, computational cost and quality measuring of
the proposed platform are further introduced as follows.

A. User Study for Assisting Sculpture Design

We first conduct user studies to evaluate the effectiveness
of our platform for assisting sculpture design. The user stud-
ies mainly focus on the efficiency of sculpture construct and
sculpture pose editing by comparing the proposed platform with
ZBrush version 4R7, which is one of the most popular systems
in sculpture design. We tested the performances of the two sys-
tems on a laptop with 1.7GHz i5 core2 and 6GB of RAM. The
Kinect v2 version was used in our experiments.

Participants: Eight university students majoring in sculpture
join our user study experiments. We pay a special attention
on the learning cost to use ZBrush and FreeScup by dividing
participants into two groups. Four sculptor students who are
familiar with ZBrush are arranged into Group A, while the rest
who have no experiences in 3D modeling are arranged into
Group B. Note that none of them has used the proposed Kinect-
driven pose editing platform before experiments.

Tasks: Both groups are first asked to create virtual 3D sculp-
tures based on two physical clay artworks (named as Bear and
ChinaRed) with our platform and ZBrush, respectively. Then,
they are required to imitate two predefined poses for their created
virtual sculptures and two existing sculpture artworks (named
as Armadillo and Neptune). In summary, our pose editing ex-
periments involved 8 (participants) × 2 (systems) × 4 (models)
× 2 (predefined poses) = 96 trials. Note that the participants are
given a short warm-up session to practice a bit before testing.

Performance Measures: We record various types of informa-
tion of the eight sculptors to quantify the performances, includ-
ing the number of the vertices of each sculpture nver, the number
of selected editing points ns , and automatically found point can-
didates nc , the working time tr or interactions nr (e.g., mouse
clicks and keyboard typing) for initializing each sculpture, and
the completion time ti or interactions ni for pose modifications.
Note that the completion time for pose modifications include
the cost of conceptions on how to reproduce the given pose.

Results: The results on user studies are shown in Table I,
where subscripts z and f denote sculptor students using ZBrush
and FreeScup, respectively, and n′

c refers to the number of au-
tomatically found point candidates. We thus define the ratio

between editing points and automatically found candidates as
Pc = n′

c/ns . From Table I, one can find that the proposed plat-
form requires fewer interactions in sculpture pose editing. This
is due to the fact that the proposed platform is built on Kinect-
based interactions, while ZBrush needs a lot mouse click and
keyboard typing operations.

For comparisons, our platform achieves lower durations
for sculpture construction {tr,Af

, tr,Bf
} comparing with

{tr,Az
, tr,Bz

} achieved by ZBrush, which illustrates the effec-
tiveness of the reconstructions of virtual sculptures from multi-
view photos. In addition, the sculptors in both Group A and B
fail in creating the ChinaRed sculpture by ZBrush since it is too
complex for manually creating. Due to the failure in creating
ChinaRed sculpture, we have to adopt the ChinaRed sculpture
produced by our platform for later pose editing experiments.
Note that the time costs of post refinement of reconstructed 3D
shapes are included in the completion time here.

We notice that the manually created Bear sculpture only con-
tains nearly 340 vertices, while our platform offers a Bear sculp-
ture with almost 1400 vertices. Essentially, manually creating
sculptures is a time-consuming work for inexperienced sculp-
tors, which results in low-quality sculptures with less geometry
details. On the contrary, geometry details are related to the
resolution and the number of input multi-view images on our
platform. Sculptors thus can incrementally add images to our
platform to increase the quality of the reconstructed sculpture.
Note that the high precision Pc,s , which is up to nearly 60%,
shows that most of the automatically found candidates are se-
lected to induce pose editing.

We also notice that our platform requires less time to complete
pose editing {ti,Af

, ti,Bf
} comparing with the {ti,Az

, ti,Bz
}

achieved by ZBrush, which is represented in the third bin of
Fig. 9 as well. During pose editing, we find the most time-
consuming step of using ZBrush lies in slightly adjusting sculp-
ture poses, which usually requires quite a lot selection or drag
operations on vertices. Another problem is only after adjusting
can the sculptors view the appearances of sculptures, which is
not good for inspiring fantastic ideas of sculptors during artwork
design. On the contrary, the proposed platform enables real-time
feedback of pose editing results with the help of Kinect.

With the help of Kinect, the proposed platform offers an
intuitive and effective method for pose editing. Moreover, the
platform is friendly for sculptors to reduce their learning cost,
which is important in artistic design. We represent the learning
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TABLE 1
COMPARISON OF USER STUDY RESULTS BETWEEN OUR SYSTEM AND ZBRUSH

Group Model tr (m ) nr nv e r ti (m ) ni nc n ′
c ns Pc (%) Model ti (m ) ni nc n ′

c ns Pc (%)

Az : 1 Bear 53.6 823 431 10.7 136 - - - - Armadillo 19.6 395 - - - -
Af : 1 Bear 6.0 12 1310 2.0 18 16 4 5 80.0 Armadillo 3.6 15 17 5 6 83.3
Bz : 1 Bear 91.0 1434 246 18.2 241 - - - - Armadillo 27.6 527 - - - -
Bf : 1 Bear 6.2 14 1519 3.1 29 16 5 6 83.3 Armadillo 4.1 17 17 5 8 62.5
Az : 2 ChinaRed fail fail fail 23.3 471 - - - - Neptune 13 6 273 - - - -
Af : 2 ChinaRed 20.2 16 35461 4.4 26 25 6 8 75.0 Neptune 2.4 17 16 6 9 66.7
Bz : 2 ChinaRed fail fail fail 36.7 889 - - - - Neplune 19.3 348 - - - -
Bf : 2 ChinaRed 25.4 18 42781 5.1 32 25 7 13 53.8 Neptune 2.8 19 16 6 10 60.0

Fig. 9. Comparison of the learning cost and completion time. The first two
bins represent the comparison of the learning cost, while the latest bin denotes
the comparison of completion time.

costs using difference values of editing durations ti of Group
A and B, namely, l = |ti,A − ti,B |. We show comparisons
between FreeScup and ZBrush in the first two bins of Fig. 9.
For ZBrush, we can notice the editing durations of Group A
ti,Az

is much larger than that of Group B ti,Bz
, which implies

inexperienced sculptors have to spent lots of time in practising
their skills for pose editing. For our platform, the learning cost
is relatively low since we offer real-time visual feedbacks to
help sculptors real time.

B. Computational Cost for Sculpture Pose Editing

In this experiment, we further compare our spectral-based
pose editing algorithm with another editing algorithm named as
Dual-Laplacian [21]. Dual-Laplacian is a baseline algorithm for
3D pose editing, which also adopts an iterative Laplacian strat-
egy to solve the non-linear Laplacian coordinates minimization
problem. We divide the computing times of the two algorithms
into the pre-computing time, including pre-computing matrix
and eigen-decomposition, and the iteration updating time to
solve (6). Table II gives the detailed results of the two meth-
ods on a 1.7GHz i5 core2 with 6GB of RAM machine, where
subscripts p and i respectively refer to the pre-computing and
the iterative updating time, subscripts 1 and 2 refer to the Dual-
Laplacian editing method and our method, respectively. The row
signed with ∗ represents the computing results by adopting the
number of eigenvectors decided by our algorithm.

In Table II, we find the proposed platform achieves almost
the same pre-computing time tp,2 with that of Dual-Laplacian
method tp,1 . As indicated by (11), matrix Ã, E and W are fixed
in each iteration during editing. In other words, these matri-
ces representing the construction of editing space and weights
scheme, can be pre-computed and reused for one specific sculp-
ture. We thus store these matrices for reusing to decrease the
pre-computation time from tp,2 to tp,3 . The low value of Ptp

,
defined as a ratio between tp,3 and tp,1 , proves the improvement
of efficiency for pre-computing.

By decreasing the transformation size of A from nver to ntri in
each iteration, our method achieves a much lower iterative up-
dating time ti,2 than ti,1 achieved by Dual-Laplacian method as
shown in Table II. Since Kinect captures 30 frames per second,
an iterative pose editing method need react within around 1/30
seconds for each iteration to ensure real-time response. If not, the
sculptor may feel a latency after each of his/her interactions. In
our experiments, the sculptors felt obvious latency when adopt-
ing the Dual-Laplacian method to edit large sculptures such
as Chinared and Armadillo since the per-iteration computing
time can be up to almost 800ms. Instead, the proposed platform
keeps a low per-iteration cost to ensure real-time visual feed-
back even for detail-abundant sculptures. In Table II, we can
find the iterative updating time of Dual-Laplacian method ti,1
is insufficient to support real-time feedback, while the proposed
platform supports real-time pose editing by a much lower itera-
tive updating time ti,2 . Note that Pti

is a ratio between ti,2 and
ti,1 to show the improvement in per-iteration computing of the
proposed platform.

Another advantage brought by the reduced transformation
matrix A is that proposed platform achieves a smaller conver-
gency number ni,2 , which contributes to real-time editing as
well. We define convergency number ni as the iteration times
when the change of gradients reaches a pre-defined threshold.
We notice that the Dual-Laplacian method needs a large con-
vergency number ni,1 for converging due to the fact that high
nonlinearity of b(X) often exists in protruding regions of com-
plex sculptures. For comparison, the proposed platform benefits
from the simplification of iteratively updating on transforma-
tions and Laplacian coordinates, which results in a much smaller
convergency number ni,2 .

Adopting more eigenvectors means cooperating the high-
frequency components of sculpture geometry to construct the
editing space, which will be suitable for editing local geometry
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TABLE II
PERFORMANCE COMPARISON BETWEEN OUR METHOD AND DUAL-LAPLACIAN EDITING [32]

Model nv er nt ri nm nc ns tp , 1 (s) tp , 2 (s) tp , 3 (s) Pt p (%) ti , 1 (ms) ti , 2 (ms) ni , 1 ni , 2 Pt i
(%)

ChinaRed 73539 782 4 23 8 20.9 11.3 3.76 18.0 806 20.3 2L3 29 2.52
ChinaRed* 73539 1562 8 23 8 20.9 18.8 4.03 19.3 806 38.9 213 36 4.83
ChinaRed 73539 2412 12 23 8 20.9 31.3 4.21 20.1 806 69.2 2L3 42 8.59
Armadillo 60000 1269 6 17 6 17.2 12.7 3.12 18.1 928 28.0 93 25 3.02
Armadillo* 60000 2166 10 17 6 17.2 20.2 3.56 20.7 928 50.0 93 31 5.39
Armadillo 60000 3083 14 17 6 17.2 35.1 3.82 22.2 928 82.9 93 39 8.93
Neptune 28052 641 3 16 8 6.57 3.91 0.89 13.5 190 7.13 98 19 3.75
Neptune* 28052 1096 5 16 8 6.57 5.13 1.05 16.0 190 13.1 98 22 6.89
Neptune 28052 1554 7 16 8 6.57 5.97 1.20 18.3 190 19.9 98 26 10.5

Bear 10233 963 8 16 6 1.04 1.03 0.231 22.2 63.0 9.03 64 17 14.3
Feline 15744 1074 6 16 6 2.88 2.43 0.523 18.1 118 12.1 78 21 10.3
Raptor 25102 2975 13 20 6 6.31 10.1 1.68 26.6 183 40.0 143 33 21.9
Human 15154 2943 13 16 9 5.60 7.43 0.877 15.7 98.2 37.5 88 29 38.3

Elephant 42321 2623 12 19 7 14.5 11.7 3.31 22.8 682 44.8 119 37 6.57
Centaur 30001 1737 8 21 8 6.37 8.53 1.28 20.1 213 21.6 103 28 10.1

Frog 11206 2295 10 15 6 2.03 3.67 0.439 21.6 78.3 25.7 93 23 32.8

Fig. 10. Comparison of (a) pre-computation time and (b) per-iteration computing time for different numbers of eigenvectors on various meshes.

Fig. 11. Comparisons of pose editing results on four different sculptures. For each sculpture model: (left) the result produced by the tangible method in [29] and
(right) the result produced by the proposed platform.

details. Due to the fact that in sculpture design people tend to
edit the global pose of each sculpture, we discard high-frequency
components of Laplacian spectrum. Meanwhile, choosing more
eigenvectors requires a large computation cost for both pre-
computing and per-iteration updating. Figs. 10(a) and (b) re-
spectively show the comparisons of the pre-computation time

tp,2 and the iterative updating time ti,2 with different numbers
of eigenvectors nm . We find that pre-computing and iterative
updating time will increase sharply if given more eigenvectors.
Therefore, it is necessary to select a proper number of eigen-
vectors to construct the editing space, which keeps a reasonable
computing time.
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C. Pose Editing Quality Analysis

We further compare the qualities of pose editing results re-
spectively using the proposed platform and the tangible method
in [29] on the same dataset. As discussed, the tangible method
is presented for real-time pose editing based on tangible in-
put devices. We show several pose editing results produced by
the proposed platform and the tangible method in Fig. 11, re-
spectively. It can be found that the tangible method constructs
transformations to explicitly enforce globally rigid rotations,
thus it produces desirable results and preserves volumes well
even with rotations. However, to achieve a large degrees of free-
dom for rotations, skeletons need to be embedded sub-optimally
into volumes. Sculptors thus can not well control those poses
of small protruding regions such as legs as shown in Fig. 11.
Besides, the tangible method requires particular compositions
of mechanical parts for each sculpture, which is tedious for
sculptors. Instead, the proposed method can edit the poses of
small protruding regions by manually specifying editing points
on such regions directly. This is because we well preserve geom-
etry details through Laplacian coordinates, and Kinect-captured
actions are also properly propagated by geometry-aware low-
frequency Laplacian eigenvectors. Therefore, the proposed plat-
form produces desirable pose editing results as respectively
shown in Figs. 3, 8, and 11.

VII. CONCLUSION

In this paper, we present a novel platform named FreeScup
for assisting sculpture designs. The proposed platform consists
of three modules, namely, sculpture initialization, sculptor-
sculpture mapping, and interactive pose editing. In sculpture
initialization, we first reconstruct a virtual sculpture from multi-
view images, and then define Laplacian operator and low-
frequency Laplacian spectrum for the reconstructed virtual
sculpture. During sculptor-sculpture mapping, candidate edit-
ing points on the reconstructed 3D surface are first automati-
cally searched through spectral analysis, and then the mapping
from Kinect-captured body joints of the sculptor onto the sur-
face of the virtual sculpture are defined manually. Finally during
interactive pose editing, a Kinect-driven sculpture pose editing
scheme is proposed to allow for free and real-time sculpture pose
editing. User studies and experimental results show the effec-
tiveness in both improving the efficiency and inspiring artistic
ideas in sculpture design for the proposed platform. In our future
work, we will imitate different kinds of sculpturing operations
such as smoothing, pinching, cutting, beating and carving to fur-
ther assist both humanoid and non-humanoid sculpture designs.
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