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Abstract— Text recognition in video/natural scene images has
gained significant attention in the field of image processing in
many computer vision applications, which is much more challeng-
ing than recognition in plain background images. In this paper,
we aim to restore complete character contours in video/scene
images from gray values, in contrast to the conventional tech-
niques that consider edge images/binary information as inputs
for text detection and recognition. We explore and utilize the
strengths of zero crossing points given by the Laplacian to
identify stroke candidate pixels (SPC). For each SPC pair, we
propose new symmetry features based on gradient magnitude
and Fourier phase angles to identify probable stroke candidate
pairs (PSCP). The same symmetry properties are proposed at
the PSCP level to choose seed stroke candidate pairs (SSCP).
Finally, an iterative algorithm is proposed for SSCP to restore
complete character contours. Experimental results on benchmark
databases, namely, the ICDAR family of video and natural
scenes, Street View Data, and MSRA data sets, show that the
proposed technique outperforms the existing techniques in terms
of both quality measures and recognition rate. We also show
that character contour restoration is effective for text detection
in video and natural scene images.

Index Terms— Laplacian, zero crossing points, gradient mag-
nitude, Fourier phase angle, character reconstruction, video text
recognition, object recognition.

I. INTRODUCTION

RECENTLY, text detection and recognition has received
a significant amount of attention in real-life appli-

cations such as iTown and many other smart city
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developments [1], [2]. These applications require robust text
detection and recognition approaches due to the large vari-
ations in text fonts or font sizes embedded in complex
backgrounds with buildings, trees, etc. Many techniques have
thus been developed for improving the accuracy of text
detection and recognition in video/scene images [1], [2].
It can be classified broadly as connected component, tex-
ture and edge/gradient-based techniques [1], [2]. Connected
component-based techniques have inherent limitations such
as the need for proper sizes of character components and
homogenous backgrounds. Therefore, these techniques may
not be suitable for scene images or videos, where we can
expect high variations in background, foreground, contrast,
font size, font and orientation, or severe illumination and
blurring effects, etc. [2]. Texture-based techniques are good for
complex background images, but sensitive to font variations.
In addition, extracted text features may overlap with features
of background objects because these techniques consider the
appearance of characters as a special kind of texture [2].
Finally, texture-based techniques are often computationally
expensive due to the involvement of a large number of features
and classifiers.

With this context, edge/gradient-based techniques [3]–[8]
have drawn the attention of researchers in recent years. It is
noted from the literature that most of the techniques use stroke
width distance and gradient direction for extracting features
independent of scripts, orientations or text types. Thus they
are computationally inexpensive compared to texture-based
techniques. However, the main issue with these techniques is
that they produce more false positives for complex background
images. Therefore, although a large number of techniques have
been published for scene text detection and recognition in the
past decade [9], [10], the performance of these techniques
are still not satisfactory because text recognition in video and
natural scene images is essentially an ill-posed problem. It is
evident from [11] that the recognition accuracy of Optical
Character Recognition (OCR) engines on words cropped from
street view images is as low as 35% [11]. For video text
recognition, OCR gives a recognition rate typically from 0%
to 45% due to low resolution and complex backgrounds [12].
This accuracy is far from the typical OCR accuracy on scanned
documents, which generally reaches more than 90%. The main
reason for the poor accuracies of the existing techniques is that
most of them fail to extract features which preserve the shapes
of characters in video and natural scene images. This is due
to the limitation that edge detectors give fine edges for high
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Fig. 1. Illustration for text detection on high and low contrast images. (a) Text
detection by SWT for high contrast images (scene image). (b) Text detection
by SWT for low contrast images (from video).

contrast texts with less complex backgrounds, but not for low
contrast texts with complex backgrounds in video.

One such example for text detection by the technique in [3],
which is a state-of-the-art technique that finds stroke widths
through the Stoke Width Transform (SWT) and the Canny
edges of the input image, is shown in Fig. 1. We can see
that the technique successfully detects texts for high contrast
images chosen from a natural scene image dataset as shown
in Fig. 1(a), but the same technique fails to detect texts for
video images containing low contrast texts with perspective
distortion as shown in Fig. 1(b). In the same way, the existing
technique that heavily depends on edge images [13]–[16] fails
to recognize characters correctly due to the loss of shapes
or contours during binarization. Hence, it is a significant
challenge to restore character shapes to improve recognition
rates for texts in both video and scene images. In this work,
we propose a novel technique to restore character shapes to
achieve good recognition rates with the available OCR [17],
rather than developing separate video OCR which is expensive
and not practical.

II. RELATED WORK

There are three ways to improve the recognition rate for
video/scene texts according to the literature [13]–[16]. First,
binarization techniques are proposed, which are similar to
thresholding techniques, to preserve the shapes of characters
during binarization. The features for text binarization mainly
include intensity, color and stroke, which are simple and
efficient but often produce poor results due to background
variations. Recently, to overcome the problems faced by the
above existing techniques, Zhang and Wang [18] proposed
the binarization of overlaid texts. This technique finds text
polarity and then applies k-means clustering in the RGB color
space. An MRF model is exploited to get binarization results.
However, the scope of the technique is limited to superimposed
text but not scene text.

Second, classifiers for training features are used to recognize
characters. Wang et al. [19] proposed an End-to-End scene text
recognition technique, which involves both character detection
and recognition of full words. This technique uses HOG

features and semantics to improve the recognition rate of
scene text in natural scene images. Smith et al. [20] proposed
enforcing similarity constraints with integer programming for
better scene text recognition. Mishra et al. [21] proposed a
framework that exploits both bottom-up and top-down cues.
The bottom-up cues are derived from individual character
detections from an image. Based on the detections, the tech-
nique builds a Conditional Random Field model and imposes
top-down cues obtained from lexicon-based priors. Recently,
Phan et al. [11] proposed a technique for recognizing texts with
perspective distortions in natural images. This technique uses a
Scale Invariant Features Transform (SIFT) using a pre-trained
vocabulary. Context information is utilized through lexicons.
Then the technique formulates word recognition as finding the
optimal alignment between the set of characters and the list
of lexicon words. However, its major weakness is that the
technique is expensive as it involves classifiers or semantics
with a large number of samples. In addition, the use of a
large number of samples for classifier training may restrict the
ability to handle multilingual scripts and hence lose generality.
Therefore, this technique achieves good recognition rates for
only one type of data and reports inconsistent results for other
data types.

Third, stroke width distance is also explored to recon-
struct the shape of a character to improve the recognition
rate with the help of available OCR techniques [17]. For
example, Shivakumara et al. [13] proposed a new Ring Radius
Transform (RRT) for character shape reconstruction to fill the
gaps on character contours. This technique explores medial
axis points that remain constant throughout a character to
define an interpolation criterion. Experimental results show
that if the technique fills the gaps on contours, the recog-
nition accuracy will be improved significantly. This pro-
vides clues to our work in enhancing character recognition.
Tian et al. [14], [15] proposed techniques to reconstruct the
shapes based on medial axis information in natural scene
images. However, these techniques require high contrast char-
acter images in order to achieve better results because the
gradient histogram operation is involved in selecting the
text candidates. Shivakumara et al. [16] proposed an iterative
midpoint technique to overcome the problems of RRT, which
works well only for horizontal and vertical gap filling. This
technique explores the directions of contours and the mutual
nearest neighbor criterion for filling up text pixels. However,
this technique produces a poor accuracy when multiple gaps
appear on the same contour.

From the above discussion, we notice that although the
techniques improve recognition accuracy, their performance
often decreases when video/scene images have background
and foreground variations. The main reason is that the steps
proposed in these techniques require an edge image detected
by Canny from the input image. However Canny produces
erratic and spurious edges when complex backgrounds exist
and furthermore it may lose pixels due to low resolution.
Therefore, the solution to To overcome this problem these
shortcomings is to explore gray information to produce the
contours for character components, which can preserve char-
acter shapes for more accurate recognition.
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The same conclusions can be drawn from the lit-
erature on text detection in video as well as natural
scene images [22]–[26]. Most of the existing text detec-
tion techniques expect shapes to be preserved because they
explore Maximally Stable Extremal Regions (MSER) followed
by HOG and SIFT features along with a classifier, which
works well for high contrast uniform color character com-
ponents. Due to low resolution and complex backgrounds,
the techniques that use MSER may fail to obtain complete
character components. Instead, they often generate many
sub-components for one character component. This leads to
confusion for classifiers or recognizers. However, recently,
a few techniques have been developed for text detection in
video and natural scene images without depending much on
MSER [27]–[31]. These techniques are better than the existing
techniques, but the performance of these approaches is not
consistent for both video and natural scene images because the
main goal of these approaches is to achieve good results for
video but not natural scene images. The inconsistent results are
caused by the fact that the approaches fail to retain significant
information of the text components due to the different nature
of video and natural scene images.

In light of the above discussions, one can conclude that the
techniques proposed for both text recognition and detection
utilize character shapes directly and indirectly in order to
achieve better results. Besides, due to the different nature
of video and natural scene images in terms of contrast,
background complexity and text appearance, the performance
of the existing techniques are not consistent for both text
detection and recognition. Therefore, to overcome the above
shortcomings, there is a great need for restoring shapes of
characters for both video and natural scene images as it
assists in achieving good results for both text detection as
well as recognition. Thus, we propose a novel technique to
restore character shapes in video and natural scene images
by exploring the strengths of zero crossing points in the
gray domain given by the Laplacian operator and a spatial
study between zero crossing points. The main contribution
of the proposed work is to explore Laplacian zero crossing
points in different directions for predicting contour pixels of
character components in both video and natural scene images
without the help of an edge detector. In addition, we will
also use stroke width distances and the spatial study of zero
crossing points in a new way for verifying paired pixels which
represent the strokes of character contours. The advantage
of the proposed technique is that it is script and contrast
independent, and invariant to rotation or scaling. Furthermore,
the proposed technique has an ability to extract contours from
general objects.

III. PROPOSED TECHNIQUE

In this work, we consider segmented characters based on the
method described in [32] from text lines of video and natural
scene images as the input for contour reconstruction. The
method in [32] explores wavelet decomposition to segment
words first from arbitrarily-oriented text lines based on the
fact that blur increases as decomposition level increases,
which results in the merging of character components into

a word component. For each segmented word, the method
proposes horizontal sampling to find the spacing between
characters, which works based on the percentage of zero cross-
ing points over characters and in spacing between characters.
In the same way, the method proposes vertical sampling to
verify the spacing between characters found by horizontal
sampling, which results in character segmentation. The main
advantage of this method is that it works well for video
and natural scene images of arbitrarily-oriented text lines and
different fonts or font sizes as required in the proposed work.

In order to restore the contours of character components
directly from gray values, we need to focus on identifying
edge pixels, which represent contour pixels of characters.
There are methods in the literature [3], [13]–[16] as mentioned
in the previous section, which use stroke width distance as
medial axis for restoring character shapes. It is also noted that
these methods work well for both video and natural scene
images. However, the main weakness of these methods is
that their performances depend on how well an edge operator
determines the edges. It is obvious that since edge operators
are sensitive to complex backgrounds and contrast variations,
the existing methods do not produce consistent results for
video and natural scene images. This observation motivates us
to explore properties which help to restore contours in the gray
domain without the use of edges detected by edge operators.

Inspired by the work in [33] for text detection, which uses
positive and negative peaks given by Laplacian operators to
identify the presence of text in video images, we further
explore the identification of Stroke Pixel Candidates (SPCs)
along the same lines. Then we introduce new features that
utilize the inherent symmetry property of edge pixels to help
identify Probable Stroke Candidate Pairs (PSCPs) from SPCs.
Due to complex backgrounds and low resolution, the above
features may still produce false PSCPs for non-text pixels.
Therefore, we explore the spatial and intensity relationships
among PSCPs to filter out false ones, which results in Seed
Stroke Candidate Pairs (SSCPs). Finally, we propose a greedy
growing algorithm, which extends these key SSCPs to restore
complete contours of character components based on neighbor-
hood information. More details can be found in the subsequent
sections.

A. Directional Laplacian Cue for SPC Detection

In this section, we first use the Laplacian operator to
generate Laplacian images in different directions, because the
scope of the proposed work is to address differently oriented
characters. Next, we found the pixels which give high positive
and negative peaks in the Laplacian domain. The positive and
negative peaks are used for identifying zero crossing points
that represent SPCs of character contours.

For the input text components shown in Fig. 2(a), we can see
that character “A” has a low contrast, while the second one has
a complex background. We can visualize the complexity of the
contour restoration problem of video text components by the
Canny edges of the input images as shown in Fig. 2(b). In that
figure, we can see that the first edge image loses text pixels
due to low contrast, while the second one generates many
spurious edges due to complex background. Since our target
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Fig. 2. Multi-directional Laplacian images and their average for low
contrast and complex background text components. (a) Input text components.
(b) Canny edge images. (c) Multi-directional and Mean Laplacian images
for “A” and “C” in (a).

is to handle arbitrarily-oriented text components, we propose
Laplacian operations in multi-directions to collect the details
of text pixels. More precisely, the proposed technique performs
Laplacian operations in four directions and calculates their
average for each input image as respectively shown in Fig. 2(c)
and Fig. 2(d).

More formally, let I be the input image and Mk be the one-
dimensional Laplacian masks to be convolved with I . The
multi-directional Laplacian images can be calculated by

Ik = I ∗ Mk , k ∈ {1, 2, 3, 4} (1)

where k = 1, 2, 3, 4 denote the horizontal, the vertical,
the diagonal and the secondary diagonal Laplacian images,
respectively.

From the view of signal processing, the pixel intensity along
direction k can be expressed as a one dimensional signal gu(k)
for a specific pixel u. That is, we can regard one row, column,
the diagonal and the secondary diagonal as an independent
directional signal. Considering Taylor signal expansion theory,
as mentioned in [34] for making LBP invariant features for
rotation and scaling, the proposed multi-direction Laplacian
operator encodes the first order directional derivatives of the
directional signals gu(k), and also contributes significant and
fundamental parts of the directional signals. For text images,
the Laplacian operator could obtain the illumination variance
information from directional signals, which results in high
positive and negative values for high contrast pixels, namely,
candidate edge pixels, and low values for non-edge pixels.
Furthermore, we apply k-means clustering with K = 2 in
each directional signal of Laplacian multi-direction images Ik

to find the peaks that represent edge pixels. The cluster with
the high centroid value is regarded as a cluster of pixels with
peak Laplacian values, named as peak pixels. This can be
denoted mathematically as

Pu (k) = 1, i f u ∈ MaxC fm (gu (Ik)) (2)

where P denotes the binary peak pixel image for direction k,
C represents the value of the cluster centroid, fm () represents
the the k-means method, and gu (Ik) represents the dimen-
sional signal of the Laplacian image Ik . However, we could get

Fig. 3. We represent one row in the horizontal Laplacian image of
Character ‘B’ as a directional signal, implied by the blue line. Pixels colored
in red are peak pixels. Correct and false zero crossing points are marked by
black and yellow rectangles, respectively.

false peak pixels representing small Laplacian values because
their corresponding signals are too weak in the overall inten-
sity. Therefore, we propose to use non-maximum suppression
to eliminate false ones, which could be represented as u

P
′
u (k) = 1, i f Ik (u) > ε · fμ(gu (Ik)) (3)

where ε is a preset threshold and fμ() calculates the mean
value of the corresponding directional signals of pixels.

Next, we propose to search zero crossing points between
nearby peak pixels, which belong to the same directional
signal and are opposite in signs. However, searching zero
crossing points is not easy because the Laplacian operation is
sensitive to background or color changes [33]. To overcome
this problem, we propose an algorithm to identify stable zero
crossing points by analyzing the sequence of the Laplacian
values between peak pixels. Specifically, the sequence of
Laplacian values between peak pixels must have transitions
from either decreasing to increasing or vice versa. In Fig. 3,
we show some correct zero crossing points and a false
one, which doesn’t satisfy the transition rule, by black and
yellow rectangles, respectively. Representing this transition
rule as a binary function �tra , we define the following
equation to identify zero crossing points from two nearby peak
pixels m and n:

Zk (u) = 1, i f Ik (u)= Min (gmn (Ik)) ∧ �tra (gmn (Ik))=1

(4)

where Zk denotes the binary zero crossing image for
direction k and gmn (Ik) represents a signal in the Laplacian
image Ik , consisting of sequential pixels from m to n.

Finally, we congregate all zero crossing points in Zk

to consititute a set of candidate edge pixels, called Stroke
Pixel Candidates (SPCs). The effect of SPC for the
four directional images, say the average of Zk, k∈ {1, 2, 3, 4},
are shown in Fig. 4, respectively. It is observed from Fig. 4 (the
average of four Laplacian directional images in the last column
in Fig. 4) that the proposed SPC detection, misclassified non-
text pixels as SPC due to the complexity of the images.

B. Probable Stroke Candidate Pair Detection

It is true that character images exhibit double and parallel
edges with uniform distances between the pixels in the parallel
edges as shown in Fig. 4 (the last column of “A”) [3].
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Algorithm 1 Detecting PSCPs

Fig. 4. Binary zero crossing point images and Stroke Pixel Candidates
detection results of character “A” and “C”.

Besides, the intensity values of each pair of SPCs, which are
on the parallel strokes, tend to be similar due to homogenous
backgrounds [3], [6]. The two SPCs are considered as a pair
when the distance between two zero crossing points represents
a stroke width. The same observation is valid for different
domains, such as gray, gradient and frequency [27]. This
cue leads to a proposed symmetry property to identify pairs
of SPC, which represent actual parallel edges and results
in Probable Stroke Candidate Pairs (PSCPs). We propose
different filters to extract different symmetry between SPC
pairs as presented in Algorithm-1. For these filters, a pair
of SPC are the inputs and the SPC pair is identified by stroke
width distance between two zero crossing points as calculated
by the method presented in III.A.

In Method-1, Filter-1 checks the color symmetry between
the SPC pair by calculating the mean values of positive
and negative Laplacian peaks Vp of the SPC pair based on
the fact that a pair of SPC share the same color value.
Filter-2 and Filter-3 are proposed to check the gradient and

Fig. 5. One example of Filter 4 where m and n, n and o are end-to-end
pairs confirmed by the Stroke Width Transform. The detailed value of each
pixel refers to the average Laplacian value. Yellow, orange and blue pixels
represent SPCs, Raymn and Rayno, respectively.

distance symmetry between the SPC pair using the gradient
magnitude Gm and orientation Go in the average Laplacian

image Ia , which is computed by Ia =
4∑

k=1
|Ik/4. Filter-3

examines whether the gradient directions of the SPC pair are
in the same or opposite directions. Filter-4 checks distance
symmetry between stroke width Sw of the SPC pair. The
distance symmetry is determined as follows. We draw a ray
by starting from one SPC and moving in the gradient direction
until it touches the other SPC as shown in Fig. 5, which gives
the stroke width. Due to low contrast and low resolution of
video, there is a chance of losing significant information which
represents pairs of SPC. Therefore, we propose Filter-5 to
check the symmetry property in the Fourier domain because
it provides high frequency coefficients for the edge pixels
and low frequency coefficients for non-text pixels [33]. The
proposed technique compares the stroke width of an end-to-
end pixel pair, i.e. (m, n) and (n, o), to identify the actual
pair. In this work, we prefer to use the phase spectrum that
constitutes high and low frequency coefficients to check the
symmetry between a SPC pair by assigning higher weights
for high frequency coefficients that represent edge pixels.
We compute a weighted value of the phase spectrum for each
signal as follows:

fε(gmn(Ia)) = fθ ( fF FT (gmn(Ia))) · ω (5)

where ω is a pre-defined weight vector, fF FT () represents the
Fast Fourier transform which converts a signal to its real and
imaginary parts, and fθ () computes the phase angle between
the real and imaginary parts computed by fF FT (). Filter-5
checks both distance symmetry as in Filter-4, and the phase
angle symmetry pixels of the SPC pair. If any SPC pair
satisfies the above filters, then the pair is considered as a
Probable Stroke Candidate Pair (PSCP).

The parameters mentioned in Method-1, namely,
α, β, γ, δ, ε, are determined empirically in this work.
For this purpose, we randomly choose 100 characters
from different datasets, which in total gives 500 characters
for experimentation. We record the values of α while
calculating PSCP on the 500 characters manually. With these
values, the proposed method considers the values which are
near to the maximal bin with the range w (predefined as 0.3).
Further, the value of the parameter α is defined as α = S/w,
where S is the sum of the values of α of the range chosen
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Fig. 6. Examples of Probable Stroke Candidate Pairs. We show one PSCP
by connecting both pixels with red lines.

manually by experimentation. By the same way, the proposed
method determines the values for the other parameters
consisting of β, γ, δ, ε.

The effect of the PSCP algorithm can be seen in Fig. 6,
where it is noted that most PSCPs represent edge pixels. How-
ever, it is also observed that there may be false PSCPs, which
represent the background due to the background’s complexity.
Therefore, to eliminate such false PSCPs, we further explore
their symmetry properties at the component level.

C. Seed Stroke Candidate Pair Detection

For Seed Stroke Candidate Pair (SSCP) detection, the PSCP
identified in the previous section is the input. The symmetry
properties proposed in the previous sections are checked at
the SPC pair level. As a result, it considers just paired pixel
information of the SPC. Therefore, to remove false PSCPs
which represent non-text, we explore symmetry properties
at the character component level. We perform histogram
operations on the mean intensity values of PSCPs over the
whole component to find the variance between them. Due
to background variations, the PSCP which represents the
background has different mean values, while a genuine pair
of PSCP represents character edge pixels that have almost
uniform mean values. As a result, the proposed histogram
operation removes any pair which gives high variance as
a false PSCP pair. Specifically, we consider the PSCP that
contributes to the highest peak in the histogram as a correct
one, which can be defined as

Cg = MaxC fhist

⎛

⎝
⋃

{m,n}
fμ (gmn (I ))

⎞

⎠ (6)

where fμ() and fhist () represent the mean and histogram
operations, respectively. Any PSCP whose mean intensity
value lies in a fixed region centered at Cg is regarded as
a correct pair as shown in Fig.7(a), where we can see the
effect of the histogram operation on the mean values. Since the
problem being considered is complex, a histogram operation
alone is insufficient to identify the correct pair.

Therefore, for each PSCP pair, we obtain regions given
by MSER using the input image. If the pair represents
boundary pixels of the region given by MSER, then the pair
is considered as a correct pair. The reason for using MSER
regions here is that MSER is robust to blur and viewpoint or
light changes. The details of the steps are as follows. The effect
of MSER regions for identifying correct PSCPs can be seen
in Fig. 7(b), where one can notice that this criterion eliminates

Fig. 7. Seed stroke candidate pair detection. (a) The effect of the dominant
peak of the histogram using intensity values. (b) The effect of MSER boundary
regions. (c) The effect of the dominant peak histogram using stroke width
distances.

a few false PSCPs compared to the results shown in Fig. 7(a):

fPSC ({m, n}) = 1, i f {m, n} ∈ f b ( fM (I )) (7)

where function fM () extracts stable extremal regions from
the character image. We define the boundary region
as fb (R) = M

⊕
R − R, where

⊕
is an expansion operation

and M is a template of size 5 × 5.
We propose one more symmetry property based on the

distance between the PSCPs of the character components.
As mentioned above, the pair of PSCPs should have uniform
distances throughout the character [6]–[9]. We thus plot a
histogram for distances vs. PSCP pairs. The PSCP that gives
a dominant peak is considered as the actual PSCP pair. It is
formulated as follows:

Cd = MaxC fhist (
⋃

{m,n}
Sw (gmn (I ))) (8)

The PSCP pair that satisfies the above three symmetries is
considered as the correct one, called a seed stroke candidate
pair as shown in Fig. 7(c), where we can see actual PSCPs
which represent strokes of character components. We can
also see that the proposed technique misses several pairs that
represent stroke pixels. Therefore, we consider the output of
this step as Seed Stroke Candidate Pairs (SSCP) to restore
the missing pairs. It will be discussed in the next section.
Note that since the proposed symmetry properties are on SPC
pair and PSCP levels, and are based on the characteristics of
text components, therefore the considered pairs are invariant
to rotation, scaling and scripts.

D. Contour Reconstruction

The objective of this section is to reconstruct the complete
contours using SSCP based on neighboring pixels of SSCP. For
each SSCP, the proposed technique considers the combination
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Fig. 8. Restored contours by the proposed technique.

of all the pairs formed by 8 neighbor pixels of SSCP. Since
the neighboring pair combinations are derived based on the
seed stroke candidate pair, the proposed technique employs the
filters proposed in Section III.B to identify valid neighbor pairs
out of many combinations of pairs iteratively along the tangent
direction of SSCP pixels. As a result, this process continues
along the character contour until it visits all SSCPs. The steps
of the iterative algorithm for restoring the complete contour are
presented in Algorithm 2. The effect of the iterative algorithm
on two example characters “A” and “C” can be seen in Fig. 8,
where the proposed technique restores the contours success-
fully without disconnections and losing character shapes. This
is the advantage of the proposed technique.

As discussed in Section I and Section II, most text detection
techniques require characters for text line extraction in video
and natural scene images. For example, the text method pro-
posed in [7] explores the characteristics of character compo-
nents for detecting texts in natural scene images. For an input
image, the method extracts components using the MSER con-
cept. For each component given by MSER, it extracts the prop-
erties which represent characters such as stroke width infor-
mation, perceptual divergence and a histogram of gradients at
the edges, and then passes the extracted features to a Bayesian
classifier to obtain probable character components. For training
the Bayesian classifier, the method uses labelled data in
the ICDAR 2013 dataset [35]. Next, the method constructs
graphs for probable character components and then checks
the properties, namely, stroke width divergence and color
divergence, to remove non-text components, which results in
character components. Further, the method uses mean shift
based clustering for grouping characters into text lines. By
this way, the text detection method finds characters and then
uses character information to extract text lines in the image.

Since the text detection method was developed for natural
scene images, when we apply the same method on video
images, there are chances of losing character shapes due to
contrast variations in the foreground and background. There-
fore, it affects the overall performance of text detection in
video images. This motivates us to apply the proposed contour
reconstruction for character components given by the text
detection method to restore character shapes such that the text
detection results can be improved for both video and natural
scene images. In this way, we combine the proposed contour
reconstruction with the text detection method for better text
detection. The effect of the proposed contour reconstruction
in improving text detection results is illustrated in Fig. 9,
where we can see that for the input image in (a), character
components given by the text detection method in [7] lose

Algorithm 2 Iterative Contour Restoration

shapes, especially for small fonts below and on the right side
of the “JUNKE JOINT” text as shown in Fig. 9(b). This affects
text detection as shown in Fig. 9(c), where it misses small font
texts in the image. To overcome this problem, the proposed
method modifies the step of extracting character components
in [7] such that it gives better character components than
in Fig. 9(b) as shown in Fig. 9(d), where one can see that
the modification step does not miss small font texts compared
to Fig. 9(b). The modification is that obtaining new parame-
ter values with predefined labelled video and natural scene
character components. Then, for each character component
candidate in Fig. 9(d), the proposed contour reconstruction
approach has been applied to restore the shapes of character
components as shown in Fig. 9(e), where it can be seen
that the characters preserve shapes compared to Fig. 9(b).
This effect can be seen in Fig. 9(f), where we can notice
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Fig. 9. Illustration to show the effect of the proposed contour reconstruction
for text detection with the existing text detection method [7]. (a) Input image.
(b) Character components. (c) Text detection. (d) Modified components.
(e) reconstruction. (f) Text detection.

Fig. 10. The proposed contour reconstruction for non-text components.
(a) Non-text. (b) SPC. (c) Reconstruction.

that the text detection results are substantially improved when
compared to Fig. 9(c). This is the advantage of the proposed
contour reconstruction.

In the case when the text detection method misclassi-
fies non-text components as character components as shown
in Fig. 9(b), which shows that the character component steps
in [7] misclassify non-text components as character compo-
nents. In this situation, when we pass a false character com-
ponent to the proposed contour reconstruction, the proposed
symmetrical features classify it as a non-text component and
output nothing because the proposed symmetrical features
exist only in character components. Suppose the proposed
contour reconstruction misclassifies a non-text component as a
character, the step proposed in [7] (after character component
extraction) classifies it as a non-text component because the
mean shift clustering used for text line extraction consid-
ers only character components. One such example is shown
in Fig. 10, where for the non-text component in Fig. 10(a),
the proposed method gives Stroke Pixel Candidates (SPC)
as shown in Fig. 10(b). However, the final result of contour
reconstruction outputs nothing as shown in Fig. 10(c) because
the proposed symmetrical features for the SPC do not satisfy
the symmetry property to restore shapes. Therefore, we can
conclude that the combination of the proposed contour recon-
struction and the text detection method is effective and useful
for improving the performance of text detection methods.

IV. EXPERIMENTAL RESULTS

To evaluate the proposed technique for reconstructing
contours, we consider characters from standard datasets,
namely, ICDAR 2015 [36], ICDAR 2013 video [35], ICDAR
2003 scene [37], Char74 scene data [38], Street View

Data (SVT) [39] and MSRA-TD500 data [4], which results
in 2408 character images. The character dataset includes
300 characters from ICDAR 2015 video, 300 from ICDAR
2013 video, 413 from ICDAR 2003, 463 characters from
Chars74, 432 from SVT, and 500 from MSRA. We also
consider 170 objects from the MPEG7 dataset [40] to test
our technique for object contour reconstruction. It is noted
from the above standard datasets that video characters suffer
from low resolution, low contrast, multi-scripts and complex
backgrounds. Also, the characters of natural scene data suffer
from large font size variations or complex backgrounds, the
characters of SVT suffer from severe complex backgrounds
containing greenery, buildings, sky, etc., the characters of
CH74 data suffer from background variations, and the charac-
ters of MSRA data suffer from arbitrary orientations with com-
plex backgrounds. As a result, the collected character dataset
covers most of the challenges to validate the performance
of the proposed technique. Furthermore, the objects from the
MPEG7 dataset are used to validate the generic properties of
the proposed technique.

We use standard quality measures such as Mean Square
Error (MSE), Peak Signal-to-Noise Ratio (PSNR) and Struc-
tural Index Measurement (SSIM) for measuring the quality
of contour reconstruction given by the proposed technique.
To validate the effectiveness and usefulness of the proposed
technique, we conducted experiments on the recognition of
the same number of characters with the help of a publicly
available OCR [17]. We use recognition rates at the char-
acter level for evaluating recognition results for different
datasets.

For evaluating the proposed text detection method which
combines the existing text detection method in [7] and
contour reconstruction on the video datasets, we consider
ICDAR 2015 [36] and ICDAR 2013 [35] video frames.
Similarly, for evaluating the performance of the text detection
method on natural scene images, we consider SVT [39]
and MSRA datasets [4] because these datasets are much
more complex than the ICDAR natural scene dataset [35] as
mentioned in Section IV. Since ICDAR 2015 and ICDAR 2013
video do not provide the number of frames as natural scene
image datasets, we extract keyframes which include 549
from ICDAR 2015 and 340 from ICDAR 2013. For nat-
ural scene datasets, namely, SVT and MSRA, we respec-
tively use 250 and 200 testing samples as mentioned in [4]
and [39] for experimentation. In total, we use 889 video
frames and 450 natural scene images for evaluation. To show
that the combination of the existing text detection method
and the proposed contour reconstruction is effective for text
detection, we conduct experiments using only Li et al.’s [7]
approach without contour reconstruction and the combined
method with the existing method. To measure the performance
of the methods, we calculate standard measures, namely,
recall, precision and f-measure as per the instructions given
in the ICDAR 2013 robust competition [35].

A. Experiments on Quality Measures and Recognition

We define the following quality measures as discussed in
the previous section to evaluate the contours reconstructed by



5630 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 25, NO. 12, DECEMBER 2016

Fig. 11. Sample contour-restored results of the proposed method and
respective recognition results for the different datasets. Note: Since there
is no OCR available for MPEG data, recognition results are not provided.
(a) 2013 video “q”. (b) 2015 video “E”. (c) 2003 Scene “R”. (d) MSRA “8”.
(e) SVT “H”. (f) CH74 “H”. (g) MPEG7.

the proposed technique:

M SE =
∑m

i=1
∑n

j=1(I (i, j) − P(i, j))2

m ∗ n
(9)

PSN R = 10 × log

(
2552

M SE

)

(10)

SSI M (x, y) = (2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ 2
x + σ 2

y + c2)
(11)

where m and n refer to the width and the height of the
image; I and P represent the contour reconstruction image and
the noisy original image; μx and μy represent the means of
x and y; σ 2

x and σ 2
y represent the variances of x and y;

and σxy is the covariance of x and y. c1 and c2 are two
preset variables. Note that we use character images that are
created manually as the ground truth for calculating the above
three measures.

Examples of qualitative results of the proposed technique
on sample characters chosen from different datasets are shown
in Fig. 11. One can notice that the proposed technique recon-
structs contours well without losing the shapes of components,
including objects of different situations, such as low con-
trast images, complex background images, different oriented
character images, and the images with different font sizes.
It is evident by the recognition results given by OCR for the
reconstructed characters shown in Fig. 11 in double quotes,
that the OCR recognizes the restored characters correctly. This
shows that the proposed technique works well for different
character images.

To show the superiority of the proposed technique,
as compared to existing techniques, we implemented base-
line thresholding techniques, namely, Otsu [41], which
uses global thresholding for binarization, Niblack [42] and
Sauvola and Pietikainen [43] which are well known bina-
rization techniques for both video as well as natural scene
text images, RRT [13] and IMM [16], which are the recent
techniques developed for character shape reconstruction,
and SWT [3] which is the state-of-the-art technique for text
detection in natural scene images. For an objective compara-
tive study, we chose the baseline character reconstruction and

TABLE I

MEASURES AND OCR RESULTS OF THE PROPOSED AND THE
EXISTING TECHNIQUES FOR ICDAR2015 VIDEO DATA

TABLE II

MEASURES AND OCR RESULTS OF THE PROPOSED AND THE

EXISTING TECHNIQUES FOR ICDAR2013 VIDEO DATA

contour reconstruction techniques by SWT, which use publicly
available OCR [17] as with the proposed technique. There are
other techniques in the literature which recognize characters of
the same datasets [11], [19]–[24]. Since these techniques use
classifiers and lexicons, it is not fair to conduct a comparison
with them. However, most of these methods consider the
output of Maximally Stable Extremal Regions (MSER) as the
first step and the basis for feature extraction and recognition
with a classifier because it is expected that MSER outputs
character components. Therefore, we implement MSER as
suggested in [44], where it is shown that it is robust to
multiple fonts, font sizes, orientations and objects as well.
Thus, we consider the output of MSER proposed by [44] for
input characters as reconstruction results to show that MSER
alone is not sufficient for contour reconstruction.

The quantitative results of the proposed technique and the
existing techniques are reported for different datasets, namely,
ICDAR 2015 video, ICDAR 2013 video, CH74, ICDAR 2003,
SVT, MSRA and MPEG data in Table 1-Table 7, respectively.
It is observed from Table 1-Table 7 that the proposed technique
is the best for OCR and SSIM across all the experiments
except for MSE and PSNR as compared to the existing
techniques. This shows that the proposed technique preserves
the topology of character components well. The main reason
for the poor accuracies obtained from the existing techniques
is that they use thresholds and edge images for binarization.
We can also observe from Table 1-Table 6 that the OCR
accuracies of scene datasets are on average higher when
compared to video datasets. This is because video suffers
from low contrast, which makes the problem more challenging
than for scene images that have high contrast texts. How-
ever, the OCR accuracy of the proposed technique is lower
compared to the other existing methods that use classifiers
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TABLE III

MEASURES AND OCR RESULTS OF THE PROPOSED AND THE
EXISTING TECHNIQUES FOR CH74 DATA

TABLE IV

MEASURES AND OCR RESULTS OF THE PROPOSED AND THE

EXISTING TECHNIQUES FOR ICDAR 2003 DATA

TABLE V

MEASURES AND OCR RESULTS OF THE PROPOSED AND THE
EXISTING TECHNIQUES FOR SVT DATA

TABLE VI

MEASURES AND OCR RESULTS OF THE PROPOSED AND THE

EXISTING TECHNIQUES FOR MSRA DATA

and lexicons [11], [19]–[24]. It is valid because although the
proposed technique constructs contours well, sometimes OCR
may not provide correct recognition results due to its inherent
limitations such as font or font size variations and language
models.

B. Experiments for Text Detection

As discussed in Section IV, the combination of the pro-
posed reconstruction technique and Li et al.’s method is
considered as the text detection technique for extracting texts

Fig. 12. Text detection results of the proposed method for different ICDAR
and other standard datasets. (a) 2013 Video. (b) 2015 video. (c) 2003 scene
data. (d) SVT data. (e) MSRA data.

TABLE VII

MEASURES OF THE PROPOSED AND THE EXISTING

TECHNIQUES FOR MPEG7 OBJECT DATA

from video and natural scene images to show its signifi-
cance. To show the effectiveness of the proposed technique,
we undertake a comparative study with the state-of-the-art
techniques, namely, Li et al.’s method [7] which uses char-
acter detection and a Bayesian classifier for text detection
in natural scene images, Moselh et al.’s method [5] which
explores the stroke width transform for text detection in video
images, Epshtein et al.’s method [3], which proposes the stroke
width transform for text detection in natural scene images,
Li et al.’s method [27] which uses moments and wavelets
for text detection in video, Zhao et al.’s method [28] which
explores dense corners for text detection in video, Yin et al.’s
method [25] which explores MSER for text detection in natural
scene images, Khare et al.’s method [29] which explores
moments as a descriptor for text detection in video images,
Wu et al.’s method [31] which proposes gradient symmetry
for text detection in video and Liang et al.’s method [3] which
proposes the combination of the Laplacian and wavelets for
text detection in video. Among these existing techniques, we
re-implement some of the techniques [3], [5], [7], [27]–[31]
according to the details in the respective papers and use the
code available for Yin et al.’s method [25] for the purpose of a
comparative study. Since we consider both video and natural
scene image data for evaluating the proposed text detection
technique, we use both video and natural scene image text
detection techniques for comparative studies in this work.

Examples of qualitative results of the proposed technique
for different datasets are shown in Fig. 12, where it can
be seen that texts are detected from video, scene images,



5632 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 25, NO. 12, DECEMBER 2016

TABLE VIII

PERFORMANCE OF TEXT DETECTION ON ICDAR 2015 VIDEO

TABLE IX

PERFORMANCE OF TEXT DETECTION ON ICDAR 2013 VIDEO

street view images and arbitrary text images successfully.
This shows that the proposed technique helps in achieving
good text detection results. The quantitative results of the
proposed and the existing techniques are respectively reported
in Table 8-Table 11 for ICDAR 2015 video, ICDAR 2013
video, SVT and MSRA datasets. The proposed technique is the
best at recall and f-measure for ICDAR 2015 video, the best at
recall for ICDAR 2013 video, the best at precision for the SVT
data and the second at precision for the MSRA data. One
can notice from Table 8-Table 11 that the proposed technique
scores better on recall, precision and f-measure than Li et al.’s
method without reconstruction. This shows that the proposed
shape restoration contributes significantly to text detection,
separate from recognition. Table 8 and Table 9 show that the
proposed technique is the best at recall compared to the other
existing techniques. However, Wu et al.’s method achieves the
best precision and f-measure. This is because the technique is
developed for video text detection and uses temporal frames
for improving text detection results. It is observed from
Table 8 and Table 9 that the proposed technique scores the
best precision compared to the other existing techniques. It is
observed from Table 10 that Mosleh et al.’s method scores a
better recall and f-measure compared to the other techniques.
Since Mosleh et al.’s method involves stroke width transform,
which is proposed for text detection in natural scene images,
it scores a better recall and f-measure. For MSRA data as
reported in Table 11, the proposed technique reports poor
results compared to the other existing techniques. The reason
is that since Li et al.’s method [7] is good for horizontal
and slightly non-horizontal texts, it does not cope well with
the challenges of arbitrary orientation of texts in the MSRA
data. However, Yin et al.’s method achieves the best recall and
f-measure and Liang et al.’s method is the best at precision

TABLE X

PERFORMANCE OF TEXT DETECTION ON SVT

TABLE XI

PERFORMANCE OF TEXT DETECTION ON MSRA

compared to the other techniques because these techniques are
invariant to different orientations. It is noted from Table 11 that
the proposed technique is the second at precision compared to
the other techniques for MSRA data.

In summary, we can conclude that the proposed technique
is significant in two ways as it contributes to good recogni-
tion rates through character shape restoration for video and
natural scene character images. It also improves text detection
results both video and natural scene images. Sometimes, the
proposed technique may not perform well for blurred and
very small fonts for both character shape restoration and
text detection. This is mainly because the proposed filters
in Section III.A and III.B may fail to identify correct pairs
when there is severe blurring. Therefore, there is further work
required for extracting features which are invariant to blur.

V. CONCLUSIONS AND FUTURE WORK

This paper proposes a new technique to restore character
contours in video and scene images. We have explored zero
crossing points given by Laplacian operations in different
domains for identifying stroke pixel candidates without using
edge images. Based on the fact that character components
generally have constant stroke widths and uniform gray values,
a new set of filters are proposed in the gray and frequency
domains for identifying probable stroke candidate pairs. Fur-
thermore, spatial relationships and the distances between
probable candidate stroke pairs are explored to eliminate false
probable stroke candidate pairs, which results in seed stroke
candidate pairs. Finally, we grow the seed stroke candidate
pairs along tangent directions with color differences to restore
missing candidate pairs. Our future work involves exploring
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temporal information and deep learning for extracting features
that are invariant to blur to expand the scope of the proposed
technique.
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