
135

Joint Intent Detection Model for Task-oriented

Human-Computer Dialogue System using

Asynchronous Training

YIRUI WU, HAO LI, LILAI ZHANG, CHEN DONG, and QIAN HUANG, College of Computer

and Information, Hohai University, China

SHAOHUA WAN, Shenzhen Institute for Advanced Study, University of Electronic Science and

Technology of China, China

How to accurately understand low-resource languages is the core of the task-oriented human-computer dia-

logue system. Language understanding consists of two sub-tasks, i.e., intent detection and slot filling. Intent

detection still faces challenges due to semantic ambiguity and implicit intentions with users’ input. More-

over, separately modeling intent detection and slot filling significantly decrease the correctness and relevance

between questions and answers. To address these issues, we propose a joint intent detection method using

asynchronous training strategy. The proposedmethod firstly encodes local text information extracted byCNN

and relationship information among words emphasized by attention structure. Later, a joint intent detection

model with asynchronous training strategy is proposed by either fusing hidden states of intent detection and

slot filling layers, or adopting the key information to fine-tune the whole network, greatly increasing the

relevance of intent detection and slot filling subtasks. The accuracy achieved by the proposed method tested

on an open-source airline travel dataset and a self-collected electricity service dataset, i.e., ATIS and ECSF, are

97.49% and 89.68%, respectively, which proves the effectiveness of joint learning and asynchronous training.
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1 INTRODUCTION

In the past few decades, task-oriented human-computer dialogue system has attracted much atten-
tion due to its high availability and good market prospects. As shown in Figure 1, a task-oriented
human-computer dialogue system is usually composed of five modules: Automatic Speech

Recognition (ASR), Spoken Language Understanding (SLU), Dialogue Management (DM),
and Natural Language Generation (NLG). SLU is the key to understanding user needs in
task-oriented human-computer dialogue systems. Intent detection is the basis of spoken language
comprehension tasks. It is mainly responsible for understanding user needs and intentions, and
provides important support for the twomodules of dialogue management and dialogue generation.
In practical application scenarios, the user’s intention is often difficult to understand, for the

following reasons: First, the user input information is more colloquial, using different expression
methods to express the same intention; Second, the user input information is relatively short, some
of the input information consists of only a fewwords; Third, user language expressions often carry
pauses, mantras, and modal particles; Fourth, the semantics of Chinese is ever-changing, such
as language ambiguity and implicit intentions. These problems make it difficult for the dialogue
system to understand the user’s real intention, resulting in ambiguity about the user’s intention,
and then leading to inaccurate detection results.
Existing deep learning intent detection algorithms can be mainly divided into CNN-based meth-

ods [15] and attention-based methods [21]. CNN-based methods can extract local feature informa-
tion of text to achieve intent detection, but the location information between words is not well
considered in the process of text feature extraction. Attention-based methods select important in-
formation features in the input sequence by introducing an attention mechanism. However, due
to its own structure, it is impossible to obtain potential semantic information features, but these
semantic information features are very important for intent detection. With the rapid increase in
the volume of dialogue data from daily life, there is a growing demand for automatic dialogue sys-
tem. Unfortunately, training a large dialogue system is generally infeasible due to the inadequacy
of dialogue data with annotations, since creating large-scale dialogue datasets with annotations is
costly and labor-intensive. This is the major challenge for low-resource computing.
Based on the above analysis, to combine the advantages of CNN and attention and capture the

deep semantic information, we design a multi-dimensional feature fusion decoder on traditional
Encoder-Decoder framework. This decoder is based on the attention module and CNN, and cap-
tures important semantic information from multiple angles. To avoid the loss of semantic infor-
mation, the multi-dimensional representation of the input sequence is obtained by concatenating.
Finally, intent detection is realized through the fully connected layer.
In recent years, to exploit the correlation between intent detection and slot filling tasks and

avoid the problem of error propagation between sub-tasks in SLU, more and more researchers
have proposed a joint modeling method to simultaneously improve the two sub-tasks. Liu et al.
[23] proposed a joint model of Bi-RNN intent detection and slot filling based on Attention, which
improved the accuracy of intent detection and the F1 value of slot filling to a certain extent,
but there are still some problems with this model: First, the joint model simplifies the model
structure by sharing the same coding layer, but the cross-influence between the hidden states of
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Fig. 1. Execution process of task-oriented human-computer dialogue system, Spoken Language Understand-

ing is the key to understand user needs in task-oriented human-computer dialogue systems. Intent detection

is the basis of spoken language comprehension tasks. It is responsible for understanding user needs and in-

tentions, providing important supports for the dialogue management and dialogue generation module. The

red dotted line marks the focus of our research.

intent detection and slot filling tasks is not considered. Second, the influence of deep semantic
information on input sequence is not considered in intent detection.
Therefore, we propose a joint modeling model of intent detection based on asynchronous train-

ing, which can capture more useful information and overcome the negative effects between the
two tasks in a joint model. For the intent detection task, the attention module and convolutional
neural network are introduced while fusing the slot filling hidden state, i.e., when considering the
impact of the original input keyword information on the intent detection, the deep semantic infor-
mation of the input sequence is obtained frommultiple angles, The captured semantic information
is concatenated to avoid loss of semantic information. At the same time, the semantic information
is fused through the fully connected layer to realize the intent detection. In the slot filling task,
the input alignment and attention mechanism are introduced, the relationship between the input
sequence and the slot label is learned, and the slot label sequence of each position is output.
In fact, computational linguistics processing is the scientific and engineering discipline con-

cerned with understanding written and spoken language from a computational perspective, and
building artifacts that usefully process and produce language. Our method is an example of com-
putational linguistics processing, which is designed to perform the task of language computational
understanding. Specifically, the proposed semantic understanding module analyzes text instances
generated by speech recognition module to understand users’ intention. Since language is the
most natural and versatile means for communication, the proposed method, as a typical method
for computational linguistics processing, tries to facilitate interaction with machines and software.
Our adopted datasets, i.e., ATIS and ECSF, are special domain oriented dialogue datasets, i.e.,

Airline travel information and electricity custom service, where we prove the efficiency of the
proposed method by conducting experiments on both low-resource datasets. Specifically, ATIS
and ECSF datasets belong to English and Chinese languages. In self-collected ECSF datasets, we
specially add some sentences of Cantonese languages, a variant version of Mandarin, which is lack
of samples for training. We believe involving Cantonese samples for experiments is a test to apply
the proposed method on Indigenuous languages.
Specifically, we have handled the issue of “Indigenuous Languages” in three aspects. First, we

construct our backbone network, i.e., BiGRU network, on a large dataset. After pre-training, we
fine-tune our network on a small and indigenuous dataset, which offers capability of transforming

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 22, No. 5, Article 135. Publication date: May 2023.



135:4 Y. Wu et al.

knowledge of language understanding from large database to small dataset, thus solving the
issue of indigenuous language. Secondly, we build an attention scheme in network, which adjusts
weights of neural network to be more task-specified for indigenuous languages. Thirdly, we have
collected Indigenuous Language data to construct related dataset. In self-collected ECSF datasets,
we own a quantity of samples with Cantonese languages, where we handle it with sufficient
information by training on such a low-resource dataset.
The contribution of our work can be summarized as: (1) we propose a novel joint intent de-

tection model based on CNN and attention structures, which involves local text information ex-
tracted by CNN and relationship information among words emphasized by attention structure to
construct a smart task-oriented human-computer dialogue system; (2) we propose a joint intent
detection model by asynchronously completing two tasks, i.e., either fusing hidden states of intent
detection and slot filling layers, or adopting the key information to fine-tune the whole network,
where the asynchronous training strategy greatly increases the relevance of intent detection and
slot filling sub-tasks; and (3) experiments conducted on an airline travel dataset and an electricity
service dataset, i.e., ATIS and ECSF, demonstrate that the proposed method has greatly improved
the performance of intention detection tasks for special usage, compared with the existing meth-
ods. Ablation experiments show the benefits of our novelty-designed structures and the proposed
asynchronous training strategy.
The rest of the paper is organized as follows. In Section 2, a brief overview of existing methods

for intent detection models and slot filling models is introduced. In Section 3, the proposed multi-
dimensional feature fusion intent detection model and joint model of intent detection based on
asynchronous training are illustrated in detail. In Section 4, ablation experiments and comparative
experiments are conducted on an airline travel dataset and an electricity service dataset. Finally,
the paper will be summarized.

2 RELATEDWORK

Spoken language understanding (SLU) not only plays an important role in task-oriented
human-computer dialogue systems [9, 27, 37, 38], but also is a research focus of natural language
processing (NLP). SLU mainly includes two sub-tasks: intent detection and slot filling [21, 31].
In specific domains, classification modeling and sequence tagging can be used for intent detection
and slot filling tasks, respectively. There are two research methods, called independent modeling
and joint modeling, that can be used for intent detection. The following paragraphs describe the
recent research status of single modeling and joint modeling of intent detection, respectively.

2.1 Intent Detection Models

Intent detection is a crucial functionality of Natural Language Understanding (NLU) com-
ponents in task-oriented human-computer dialogue systems [6, 27, 33]. As a matter of fact, the
essence of intent detection is text classification [7, 43]. To understand the user’s current goal, the
system must classify their utterance into several predefined intent classes.
In early studies on intent detection, the rule-based intent detectionmethod requires the artificial

construction of rule templates and category information to realize user intent detection. Its advan-
tage is that the accuracy of intent detection can be high without a large amount of training data.
However, Li et al. [20] found in their research that the size of the rule templatewould go upwith the
increase in the number of expressionways, requiring a large amount ofmanpower and resources to
update the rule template, thus increasing the difficulty of manual maintenance of rules. Therefore,
the rule-based approach can only meet the requirements of simple intent detection tasks.
With the significant improvement of computing ability and the rapid accumulation of data, nat-

ural language processing tasks are now mostly realized by deep learning. The intent detection
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model based on deep learning can effectively avoid the problems of rule-based and statistics-based
intent detection. For example, some models based on LSTM have better performance than RNN
[4, 5, 29, 34, 42]. In the intent detection experiment, Siwei et al. [26] found that encoding on
Bi-GRU or Bi-LSTMhas higher intent detection accuracy than on GRU or LSTM.More recently, the
researchers mainly focus on the model’s generalization performance under out-of-distribution
(OOD) condition. For example, Ouyang et al. [28] propose using energy scores for unknown in-
tent detection, which are theoretically well aligned with the density of the inputs, hence more
suitable for OOD detection. Dopierre et al. [7] propose a meta-learning algorithm for short texts
classification applied to the intent detection task. Offering the overview on existing methods for
dialogue manager training with their advantages and limitations, Merdivan et al. [27] presents a
new image-based method, which performs well and helps dialogue manager in expanding out of
vocabulary dialogue tasks in comparison to Memory Networks. Shao et al. [31] present two novel
frameworks, namely SA-CRFLV-I and SA-CRFLV-II, that use latent variables within random fields
to make use of an encoding schema in the form of a latent variable, capturing the latent structure
in the observed data. Since the distribution of outlier utterances is arbitrary and unknown in the
training stage, Zhan et al. [43] propose a simple yet effective method to train an out-of-scope intent
classifier in a fully end-to-end manner by simulating the test scenario in training, which requires
no assumption on data distribution and no additional post-processing or threshold setting.
On the other hand, current works on intent detection have been largely constrained only to

English texts, and standard intent detection benchmarks also exist only in English texts [1, 18, 24].
The need to extend dialogue technology to other languages has only recently been recognized, so
multilingual intent detection datasets are still very small: Schuster et al. [30] provide NLU data in
three languages (English, Spanish, Thai), while a more recent MultiATIS++ dataset [41] manually
translates the well-known ATIS dataset from English to eight target languages. Gerz et al. [10]
present a systematic study onmultilingual and cross-lingual intent detection from spoken data, and
release MINDS-14, a first training and evaluation resource for the task with spoken data, covering
14 intents extracted from a commercial system in the e-banking domain, with spoken examples
available in 14 language varieties.

2.2 Joint Models of Intent Detection and Slot Filling

There are some problems in single intent detection modeling. First, it separates the relationship
between the two tasks. Second, it will lead to the propagation, accumulation, and amplification of
errors. Therefore, more researchers [3, 36, 39] tend to build a joint model of intent detection task
and slot filling task. The joint model simplifies the complexity of spoken language understanding
to a certain extent, and it can also consider the correlation between the two tasks.
Much progress has been made in the research of slot filling. Yao et al. [42] used LSTM to solve it

on the ATIS dataset, and introduced CRF scoring mechanism to improve the experimental results
of sequence annotation. Kurata et al. [16] proposed to use encoder and decoder models for the
task. Zhu et al. [45] introduced the attention mechanism into the encoder decoding model from
sequence to sequence and achieved good experimental results.
Guo and Xu et al. [12] proposed a joint model experiment of intent detection and slot filling

to avoid error propagation caused by pipeline method. Jeong et al. [14] integrated the Maximum
entropy model and the CRF [17] model and proposed a Triangular CRF (TriCRF) model for
joint modeling of intent detection and slot filling, which achieved good experimental results in the
mentioned tasks. Xu et al. [40] integrated deep learning and machine learning and proposed an
experimental method combining CNN and TriCRF models. The model first uses the CNNmodel to
extract dialogue text features and then transmits the feature information to the TriCRF model for
intent detection and slot filling. The experimental results are better than TriCRF model, indicating
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that adding CNN model can improve the performance. Feng et al. [9] introduce the Evaluation of
Chinese Human-Computer Dialogue Technology, which focuses on the identification of a user’s
intents and intelligent processing of intent words.
Recently, the Encoder-Decoder networks [32] have been successfully applied to many sequence

learning problems, such as machine translation [25] and speech recognition [2]. Liu et al. [23]
proposed a joint encoder-decoder network for intent detection and slot filling based on an attention
module. The attention module here was introduced into the model to provide accurate focus and
improve the accuracy of intent detection and the F1 value of slot filling. Goo et al. [11] proposed
the Slot-gated model, which applied the intent information to the slot filling task and achieved
excellent performance, but that did not explain how the slot filling task affected the intent detection
task.
Focusing on the major challenge on how to use neural networks for extracting useful represen-

tations for each unit, Lin et al. [21] propose an attention segmental recurrent neural network

(ASRNN) that relies on a hierarchical attention neural semi-Markov conditional randomfields

(semi-CRF) model for the task of sequence labeling. Zhang et al. [44] used CNN and GRU model
to solve the two tasks of intent and slot filling. The model realizes the prediction of slot labels by
learning the hidden state of GRU, and realizes intent detection by utilizing the maximum pooling
in the CNN. Niu et al. [8] proposed an SF-ID network composed of an SF subnet and an ID subnet.
SF subnet applies intent information to slot filling task, while ID subnet applies intent informa-
tion to slot filling task. The network model structure provides a two-way correlation mechanism
for intent detection and slot filling. The experimental results show that the two-way correlation
model can help the two subtasks promote each other.
Wang et al. [33] propose a novel Transformer encoder-based architecture with syntactical

knowledge encoded for intent detection and slot filling. Specifically, they encode syntactic knowl-
edge into the Transformer encoder by jointly training, which predicts syntactic parse ancestors
and part-of-speech of each token via multi-task learning. Dopierre et al. [7] consider few-shot in-
tent detection as a meta-learning problem, where the model is learning to learn from a consecutive
set of small tasks named episodes. They thus propose ProtAugment, a meta-learning algorithm for
short texts classification by extending Prototypical Networks, which limits overfitting on the bias
introduced by the few-shots classification objective at each episode.
Compared with the above methods, our method is improved in the following two aspects:

(1) In the intent detection task, a multi-dimensional feature fusion intent detection model based
on Attention and CNN is proposed to effectively capture the deep semantic information input by
users; and (2) Meanwhile, to further study the influence of slot filling task on intent detection
task, a joint model of intent detection based on asynchronous training is proposed based on the
multi-dimensional feature fusion intent detection model.

3 METHOD

To effectively capture the deep semantic information input by users and the impact of slot
filling task on intent detection task, a joint model for intent detection based on asynchronous
training is proposed. In this section, we first introduce the overall architecture of the model, then
introduce each of its components, and finally introduce our proposed asynchronous training
strategy.

3.1 Overall Architecture

As shown in Figure 2, the overall architecture of our joint model for intent detection is mainly com-
posed of a temporal feature encoding layer, an intent detection decoding layer based on Attention
and CNN, and a slot filling decoding layer based on aligned input and Attention.
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Fig. 2. Overall architecture of the joint model for intent detection.

The temporal feature encoding layer is composed of a word embedding layer and two bidi-
rectional recurrent neural networks, which convert the input sequence into two hidden states
corresponding to the intent detection task and slot filling task, respectively.
The intent detection decoding layer based on Attention and CNN is mainly composed of two

parts: one is the contextual semantic information feature representation layer based on Attention;
the other is the local semantic information feature representation layer based on CNN. To avoid the
loss of semantic information features, the model will obtain the important semantic information
feature of the context and the local semantic feature vector to be concatenated, and finally, realize
the intent detection through the fully connected layer.
The slot filling task in spoken language understanding, i.e., sequence labeling, is usually im-

plemented using a bidirectional recurrent neural network, but the relationship between the input
sequence and the slot label cannot be captured during decoding, and the attention mechanism
can dynamically pay attention to the relationship between input and output information during
decoding.

3.2 Design of Network Structure

In this subsection, we introduce the temporal feature encoding layer, intent detection decoding
layer, and asynchronous training strategy in detail.
Temporal feature encoding layer. After the words of the input sequence pass through the word

vector embedding layer, they turn into x1,x2, . . . ,xT word vectors. The encoder of the bidirec-
tional recurrent neural network is used to extract the hidden state at each moment in the input

sequence. The recurrent neural network represents the extracted hidden state as (
−→
h1,
−→
h2, . . . ,

−→
hT ),

then the hidden state extracted by the bidirectional recurrent neural network at the current time

t is ht = [
−→
ht ,
←−
ht ], which is about to get the forward and reverse hidden states are concatenated in

series to obtain the final hidden state. Therefore, the hidden state captured by the intent detection
task encoder is (hi1,h

i

2, . . . ,h
i

T
), and the hidden state captured by the slot filling task encoder is
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(hs1,h
s

2, . . . ,h
s

T
), where the superscripts i and s are used for intent detection task and slot filling

task, respectively.
Intent detection decoding layer based on Attention and CNN is mainly composed of two parts:

one is the contextual semantic information feature representation layer based on Attention; the
other is the local semantic information feature representation layer based on CNN.
The decoding layer introduces an attention mechanism based on the time sequence feature

encoding layer, calculates the weight of the time sequence feature, weights all the hidden states
of the time sequence, and obtains the important semantic information feature representation of
the context. The following formula is the process of extracting contextually important semantic
information features:

ht =
(
hit ⊕ hst

)
(1)

eit =W
i

h
ht (2)

ait =
exp
((
si
t

)T
ei
t

)

∑
T

k=1 exp
((
si
t

)T
ei
k

) (3)

di =
T∑
t=1

aitht (4)

Di = di ⊕ sit (5)

In the above equations, the superscripts i and s represent intent recognition and slot filling tasks,
respectively; ⊕ represents concatenation;ht = (hi

t
⊕hs

t
) is the result of concatenating hidden states

in intent detection task and slot filling task;W i

h
represents the correlation measure weight in the

intent detection task; ai
t
is the probability distribution of attention assigned to each input; si

t
is

the hidden state of the encoder at the last time; di represents the contextual semantic vector with
attention mechanism in the intent detection task; and Di is the semantic information vector after
the concatenation of the contextual semantic vector di with attention in the intent detection task
and the hidden state si

t
of the encoder at the last time.

The contextual semantic information feature representation layer based on attention can cap-
ture the important semantic information features of the context, but cannot obtain the potential
semantic information features. To capture the local semantic information characteristics of the text
with temporal special effects, a convolutional neural network is used based on recurrent neural
network encoding.
In the local semantic information feature representation layer based on CNN, the influence of

slot filling hidden states on the intent detection task should also be considered. The hidden states
of the two tasks are concatenatedht = (hi

t
⊕hs

t
) and output. Then, the sliding window of CNNwith

stride of 1 and size of m is used to extract the local features from hi1:M ,h
i

2:m+1,h
i

3:m+2, . . . ,h
i

T−m+1:T
and get the feature map. Finally, a maximum pooling layer is used to sample the features extracted
from the convolution layer to obtain the potential semantic information feature. It can be expressed
as:

cit = CNN (ht : ht+m ) (6)

Ci =
(
ci1, c

i

2, c
i

3, . . . , c
i

T−m+1
)

(7)

M i = MaxPoolinд(Ci ) (8)
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In the above equations,m is the size of sliding window. ci1, c
i

2, c
i

3, . . . , c
i

T−m+1, means the calcu-
lated result of the sliding window of CNN on the hidden state h1:m ,h2:m+1,h3:m+2, . . . ,h (T−m+1):T ,
and they make up the feature mapCi . Then,M i represents the local semantic information feature
after a max pooling layer.
To avoid the loss of semantic information features, the model will obtain the semantic informa-

tion feature Di of the context and the local semantic feature vector M i to be concatenated, and
finally, realize the intent detection through the fully connected layer.
Slot filling decoding layer based on aligned input and attention mechanisms uses bidirectional

recurrent neural network for decoding, for the decoder state at each moment, according to the
decoder state ss

t−1 and predicted label ys
t−1 at the previous moment, and the decoder hides at the

current moment state (hs
t
⊕ hi

t
) and context attention vector cs

t
, calculate the decoder state ss

t
at

the current moment. It can be expressed as:

sst = f
(
ss
t−1,y

s

t−1,
(
hst ⊕ hit

)
, cst
)
, (9)

where the superscripts i and s are used for intent detection task and slot filling task, respectively;
⊕ represents concatenation; (hs

t
⊕hi

t
) is the result of concatenating hidden states in slot filling task

and intent detection task; cs
t
is the weighted sum of all hidden states, calculated by the formula

shown below:

cst =
T∑
t=1

ast
((
hst ⊕ hit

))
(10)

ast =
exp
(
es
t

)
∑
T

k=1 exp
(
es
k

) (11)

est =
(
ss
t−1
)T W s

h

(
hst ⊕ hit

)
(12)

In the above equations, as
t
represents the attention distribution coefficient in the slot filling task; es

t

represents the attention score in the slot filling task;W i

h
represents the correlation measure weight

in the slot filling task; si
t−1 represents the decoder state at the previous moment in the slot filling

task.
For slot filling task, the slot decoder state is ss

t
at moment t , and the data is converted into the

corresponding slot label category probability by Softmax function:

yst = Softmax
(
W s · sst + bs

)
. (13)

3.3 Asynchronous Training Strategy

The proposed network uses the asynchronous training strategy to capture the cross-impact be-
tween the hiding states of intent detection and slot filling. To avoid its influence on the word
embedding layer, the layer needs to be pretrained, and then the asynchronous training method
is used to train the joint model. Figure 3 shows our asynchronous training process, meanwhile
Algorithm 1 offers description on procedures of the whole asynchronous training strategy.

Asynchronous training algorithms are a popular way to reduce synchronization costs in large-
scale optimization, and in particular for neural network training. However, for nonsmooth and
nonconvex objectives, few convergence guarantees exist beyond cases where closed-form proxi-
mal operator solutions are available. As most popular contemporary deep neural networks lead to
nonsmooth and nonconvex objectives, there is now a pressing need for such convergence guaran-
tees. We present the proposed asynchronous variants of training strategy and show that learning
procedures have a stabilizing effect on training allowing to successfully train neural network.
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Fig. 3. Asynchronous training strategy, where the left part shows asynchronous training process of intention

detection training in the proposed joint model, and the right part is the process of slot filling training.

(1) Input a sequence into the intent detection model M1 and the slot filling model M2, and
perform forward propagation to obtain the hidden state hi

t
and hs

t
, respectively.

(2) Freeze the encoding layer f 2 of the slot filling modelM2 and unfreeze the encoding layer f 1
of the intent detection model M1. According to formulas (1) to (8), we can obtain semantic infor-
mation feature Di of the context and the local semantic feature vector M i , and then concatenate
them and output the result of intent detection through the fully connected layer. Then, optimize
the intent detection modelM1 through back propagation.
(3) Similar to the previous step, we freeze the encoding layer f1 of the intent detection model M1

and unfreeze the encoding layer f2 of the slot filling model M2. Based on formulas (9) to (13), we
then output the result of slot filling. Finally, we would optimize the slot filling model M2 through
back propagation.
(4) Repeat Step (2) and (3), until the value of loss function converges.

4 EXPERIMENTS

In this section, we show the effectiveness of the proposed model for intent detection task. We first
introduce two datasets. Then, we describe experimental details. Finally, the effectiveness of our
proposed method is proved through ablation experiments and comparative experiments.

4.1 Datasets

We use theAirline Travel Information System Dataset (ATIS) and the Electricity Customer

Service Field Dialogue Dataset (ECSF) in this experiment. The ATIS dataset is the open-source
English data on Kaggle. The ECSF data set is collected from real phone recording data collected by
the customer service center and converted into Chinese text data. Figure 4 shows the distribution
of intents and slots in ATIS and ECSF.
Specifically, ATIS (Airline Travel Information System) is an open-source English dataset

often used in researches on oral comprehension and intent detection. The ATIS dataset adopts the
BIO labeling method: B-xxx indicates that the word is the first position of a certain slot value, I-xxx
indicates that the word is the middle or the end of a certain slot value, and O indicates that the
word is not a slot value. In the experiment, we normalize the ATIS dataset, add PAD for filling and
UNK tags for unregistered words to the vocabulary, and add the slot tag corresponding to the word
PAD (also denoted by PAD) to the slot tag, UNK It is indicated by the O label and does not belong
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Fig. 4. Distribution of intents and slots in ATIS(a) and ECSF(b) dataset.

ALGORITHM 1: Asynchronous Training Strategy

input : batch data B
output : optimized intent detection modelM1,

optimized slot filling modelM2

1 while loss function does not converge do

2 select a small batch of data B;

3 hi
t
← M1 (B) // getting the hidden state;

4 hs
t
← M2 (B) // getting the hidden state;

5 freeze the encoding layer f2 ofM2;

6 unfreeze the encoding layer f1 ofM1;

7 p1 ← f1 ⊕ hst // concatenating;

8 pass p1 to the decoder д1 ofM1;

9 optimizeM1 through back propagation;

10 freeze the encoding layer f1 ofM1;

11 unfreeze the encoding layer f2 ofM2;

12 p2 ← f2 ⊕ hit // concatenating;

13 pass p2 to the decoder д2 ofM2;

14 optimizeM2 through back propagation;

to any slot type label. There are 945 words in the ATIS dataset, 4,978 samples in the training set,
and 893 samples in the validation set, which contain 26 intents and 130 slot labels.
ECSF (Electricity Customer Service Field Dialogue Dataset) collects Chinese question-and-

answer text data between manual customer service and users in the electricity bill field of the
customer service center. At the same time, the laboratory members where the intern company
is located jointly complete the data labeling work, and screen out the data that meets the intent
identification and slot filling task experiments. The ECSF data set in this article has a total of 3,260
samples, which contains 10 intents and 13 slot tags. It is noted that Figure 5 shows examples of in-
tents and slot labels for questions in ATIS and ECSF datasets, where one slot corresponds to a word.

4.2 Ablation Experiments

We conduct two ablation experiments to prove the effectiveness of multi-dimensional feature fu-
sion decoder and asynchronous training strategy for joint model, respectively. Table 1 shows the
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Fig. 5. Examples of labels for questions in ATIS and ECSF datasets. It’s noted that the question in ECSF

dataset are asked in either Mandarin Chinese or Cantonese, where Cantonese can be regarded as Indigenu-

ous and low-resource language with insufficient sample resources.

Table 1. Results of Ablation Experiments with

Different Combination of Feature Extraction

Methods on ATIS and ECSF

Method
Accuracy(%)
ATIS ECSF

CNN 94.98 83.80
LSTM 94.05 83.10
BiLSTM 94.49 86.59
GRU 94.27 84.08
BiGRU 95.40 86.91

BiLSTM-Attention 95.94 88.30
BiLSTM-CNN 95.85 87.24

BiLSTM-Attention-CNN 96.11 88.78
BiGRU-Attention 95.89 87.45
BiGRU-CNN 96.40 89.01

BiGRU-Attention-CNN 96.62 89.36

comparison results with different combinations of BiRNN (BiLSTM and BiGRU), attention module,
and CNN. Table 2 show the comparison results of single intention detection model and asynchro-
nous trained joint model.
As shown in Figure 6(a), the BiLSTM-Attention model and BiGRU-Attention model have higher

intent detection accuracy than BiLSTM and BiGRU models by 1.45% and 0.71%, respectively, in-
dicating that attention mechanism in intent detection can better obtain important information
features in the input sequence, which is helpful to identify user’s intent. At the same time, both
BiLSTM-CNN model and BiGRU-CNN model have higher accuracy of intent detection than the
BiLSTM model and BiGRU model, indicating that more complete semantic information features
can be extracted by considering the temporal and local features of input sequences in the process
of intent detection.
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Table 2. Results of Ablation Experiments with Single Intention

Detection Model and Asynchronous Trained Joint Model

on ATIS and ECSF

Method
Accuracy(%) F1 Score(%)
ATIS ECSF ATIS ECSF

BiLSTM-Attention-CNN 96.11 88.78 NA NA
BiGRU-Attention-CNN 96.62 89.36 NA NA
Our model (BiLSTM) 97.18 89.45 96.02 88.71
Our model (BiGRU) 97.49 89.68 96.49 89.38

Fig. 6. Plot of comparisons in performance, where (a) refers to the accuracy achieved by the proposedmethod

with different ablation methods, and (b) compares performance in both intent detection and slot filling tasks

achieved by different joint models on ATIS dataset.

Among them, BiGRU with attention and CNN has the highest accuracy of intent detection on
ATIS dataset and ECSF dataset, 96.62% and 89.36%, respectively, indicating that themodel proposed
in this chapter can capture important semantic information of the input sequence from multiple
angles, and fusion of the obtained multi-dimensional features can effectively improve the accuracy
of intent detection.
In addition, intent detection joint model with BiLSTM encoder (Our model, BiLSTM) is 0.78%

more accurate than the single model with BiLSTM encoder (BiLSTM-Attention-CNN). Intent de-
tection joint model with BiGRU encoder (Our model, BiGRU) is 0.87% higher than the accuracy
of the single model with BiGRU encoder (BiGRU-Attention-CNN). So it is verified that the hidden
state of slot filling task is introduced in the intent detection task, and a higher intent detection
accuracy can be obtained.

4.3 Comparison Experiments

We conduct some comparative experiments on other joint models and the proposed asynchronous
trained joint model on ATIS dataset. Table 3 shows the accuracy of intent detection and the F1
value of slot filling of each model.

It can be seen from Figure 6(b) that the intent detection accuracy and slot filling F1 value of
Our model (BiLSTM) are 97.18% and 96.02%, respectively, while the intent detection accuracy and
slot filling F1 value of Our model (BiGRU) are 97.49% and 96.49%, respectively. The proposed joint
model of intent detection based on asynchronous training has higher accuracy and F1 value than
other joint models. At the same time, in the ATIS dataset, the intent detection joint model based
on asynchronous training with BiGRU encoder has higher accuracy than the model with BiLSTM
encoder.
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Table 3. Comparison Performance among the Proposed Method

and Other Joint Models on ATIS Dataset

Model Accuracy (%) F1 Score (%)

TriCRF [14] 93.07 94.42
CNN TriCRF [40] 94.09 95.42
Attention BiRNN [23] 94.40 95.78
Slot-Gated(Intent Attention) [11] 94.10 95.20
Joint Seq [13] 92.6 94.3
Attention BiRNN [22] ąą91.1 94.2
Slot-Gated Intent [11] 93.6 94.8
Self-Attentive [19] 96.8 95.1
Bi-Model [35] 96.4 95.5
SF-ID Network [8] 96.6 95.6
Our model(BiLSTM) 97.18 96.02
Our model(BiGRU) 97.49 96.49

Fig. 7. The plot of accuracy and loss achieved by different models on ATIS dataset.

Comparing with comparative studies, we can find the proposed method significantly improves
performance on all three measurements. Being good at dealing with both English and Chinese
dataset, the proposedmethod still achieves better performance than othermethods onATIS dataset.
In fact, most existing NLP methods prefer to independently model two subtasks or only focus
to well performing only one subtask, which leads to the ignorance of iterative information. By
introducing and well describing interactive information, the proposed dual structure has proved
its effectiveness by experimental results.
To observe the convergence speed of the proposedmodel, as shown in Figure 7, we show the vari-

ation of the intent detection accuracy with the number of iterations on the ATIS dataset. It can be
found that the proposed model has converged in about three rounds and behaves much smoother,
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which shows that the proposed model has a better convergence effect compared with other mod-
els. This fast convergence and stability are very important properties for the task-oriented human-
computer dialogue system.

4.4 Experimental Details

In this section, we will introduce the setup on the experiments. For ATIS dataset, the maximum
input length accepted by the model is 50; the embedding size of words is 250; the hidden layer
vector size of the decoding layer is set to 128; the batch size is set to 128; and the number of
training epochs is 30. For ECSF dataset, the maximum input length accepted by the model is 100;
the embedding size of words is 300; the hidden layer vector size of the decoding layer is set to 128;
the batch size is set to 64; and the number of training epochs is 40. Adam optimization algorithm
is used to update parameters in the network. The initial learning rate r is set to 0.005, and the
exponential decay rates β1, β2 are set to 0.9, 0.999, respectively. Our experiment is based on the
Keras framework on Intel Iris Plus Graphics 645 graphics card.

5 CONCLUSION

This paper first researches single modeling of intent detection in spoken language understanding.
To effectively capture the deep semantic information input by users, a multi-dimensional feature
fusion decoder based on attention and CNN is proposed. Then this paper researches joint model-
ing of intent detection and slot filling. A joint model of intent detection based on asynchronous
training is proposed. This model introduces the hidden state of the slot filling task in the intent
detection task. The proposed joint model is tested on the Chinese and English datasets and shows
that it can effectively improve the accuracy of intent detection. In total, the model proposed in
this paper performs well on the ATIS dataset and ECSF dataset, verifying the effectiveness of the
model.
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