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Abstract
Deep learning has shown remarkable performance in quantity of vision tasks. However, its large network generally requires
quantity of samples to support sufficient parameters learning during training process. Such high request greatly reduces
efficiency when applying on a small dataset with few samples. To alleviate this problem, we propose a novel data enhancement
method for few-shot learning via a cutout approach and feature enhancement. After enhancement, the generated network not
only produces distinguish feature map without collecting more samples, but also achieves advantage of feature representation
with high efficiency for computing. Specifically, cutout approach is simple yet highly effective for image regulation, which
enhances input imagematrix by adding a fixedmask to improve robustness and overall performance of network. Afterward, we
perform feature enhancement by proposing a feature promotion module, which uses characteristics of dilated convolution and
sequential processing to improve feature representation ability, thus improving efficiency of the whole network. We conduct
comparative experiments on both miniImageNet and CUB datasets, where the proposed method is superior to comparative
methods in both 1-shot and 5-shot cases.

Keywords Few−shot classification · Feature enhancement · Data enhancement · Feature promotion module

1 Introduction

In recent years, many deep learning methods have achieved
significant results in computer vision domain. It is noted that
these effective deep learning models largely rely on deep
neural networks trained with thousands of labeled instances.
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However, these labels are time-consuming and annoying for
manually collecting, thus in many cases not being sufficient
for training. In the case of limited training data, most popular
deep learning models will encounter the problem of over-
fitting. Essentially, it takes only a few samples for humans
to understand a new concept, which inspires researchers to
transfer knowledge from the known to the unknown. In the
past few years, learning how to perform vision task with
limited labeled examples, called few-shot learning (FSL),
has attracted considerable attention, which has been studied
in image classification, face recognition, action recognition,
and so on.

In order to avoid overfitting, it is popular to apply reg-
ularization techniques in computer vision, such as data
augmentation or the judicious addition of noise to activa-
tions, parameters, or data. Researchers generally name them
as hallucination based methods in FSL, which directly deals
with data deficiency by “learning to augment” (Chen et al.
2019). Their design patterns are defined as first learning a
generator from labeled data and then using the learned gen-
erator to hallucinate new data for data augmentation. They
aim to transfer knowledge or distribution variance or data
feature from the labeled to new, thus aiding in generating
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more distinguished feature map for vision tasks. One com-
plicated form of such generator is GAN models (Wu et al.
2018), which is capable to transfer semantical of images like
drawing style from several paintings to generate a new one.

Meanwhile, training and testing sets may not belong to the
same domain in real scenarios, which causes another famous
problem in FSL, i.e., domain adaptation. For example, the
learning network might deal with samples from testing set of
CUB, while learning parameters on training dataset of mini-
ImageNet. The inherent difference of data distributions or
high-level semantical knowledge from both datasets would
lead to low performance phenomenon known as overfitting
problem, which could be even worse due to few samples.
Therefore, domain adaptation techniques aim to reduce the
domain shifts between source and target datasets. For exam-
ple, Dong et al. (2018) addresses one-shot category domain
adaptation problem, where both domain and category in the
testing stage are verified to be different from those in training
stage.

We start our work from the idea to combine power of data
augmentation and domain adaption techniques. Essentially,
we believe the former could alleviate data requirement of
FSL methods by intuitively adding more samples, the lat-
ter offers enhancement on feature representation by digging
semantical links between the training and testing samples.
Specifically, we aim to apply a simple but effective regu-
lation technique, i.e., cutout, rather than complicated GAN
models, since GAN could significantly brings computation
burden. The original motivation for cutout is object occlu-
sion, where the generated occluded examples could provide
sufficient information for model when encountering occlu-
sions in the wild. Moreover, it enforces the model to take
more context information into account, thus better solving
the problem of occlusions with inferences. The initial form
of cutout is maxdrop (Park and Kwak 2016), which would
eliminate salient visual features, i.e., themaximally activated
feature map, from the input of the image, thus encouraging
the model to consider less prominent features for decision
making. Later, Devries and Taylor (2017) find that randomly
removing regions of a fixed size could achieve nearly the
same performance as maxdrop, without the complicated pre-
processing steps to locate salient feature map. In fact, cutout
encourages the network to better utilize the full context of
the image, rather than relying on the presence of a small set
of specific visual features.

To alleviate difficulties of insufficient data andvariances in
appearance, we propose feature promotion module (FPM) to
perform feature enhancement for image classification. Since
some distinguishing features in one dataset may be invalid
in another parakeet due to domain shift, the proposed FPM
is designed to perform update and forget steps in FSL. More
specifically, FPM is in favor of two major characteristics.
First, we improve the capability of image classification by

specific network structure design on the basis of the con-
volutional neural network, which extracts distinguish and
informative features to solve the problemof large variances in
appearances for samples between training and testing dataset.
In fact, FPM extracts the relationship embeddings of chan-
nel vector sequence of feature map containing the general
relationship of two samples from training and testing dataset.
Second, FPM successfully integrates and fuses features from
multiple feature maps, thus forgetting useless and enhancing
contributive information to guide image classification task
even facing domain shifting. Essentially, FPM provides a
new way to offer deep feature representation for effective
learning. Owing to the FPM-based enhancement method, a
small number of labeled images can be involved into learning
process to guarantee desirable classification results without
bringing extra computation burden.

The main contributions of this paper are as follows:

• We propose a novel data enhancement method for few-
shot learning, which involves cutout approach for data
generation and feature promotion module for feature
enhancement, thus solving difficulties of image classi-
fication with few labeled samples.

• A learnable feature enhancement module, named as fea-
ture promotion module, is proposed to improve feature
representation ability for image classification by forget-
ting useless and enhancing contributive information.

• Experiments were carried out on two public datasets
with several comparative methods, where the proposed
method achieves the best classification accuracy.

The rest of this article is organized as follows. Section 2
gives an overview of related work. In Sect. 3, the details of
the proposed structure are discussed, including the overall
network architecture, designs of cutout and FPM module .
Section 4 shows our experimental results with several com-
parison methods. Finally, Sect. 5 concludes the article.

2 Related work

The existing methods related to our work can be categorized
into the following two types: few-shot classification methods
and image augmentation.

2.1 Few-shot classificationmethods

Using prior knowledge, FSL can quickly generalize to
perform new tasks that contain only a small amount of super-
vised samples. In order to overcome the problem of data
efficiency, researchers have proposed quantity of methods,
where they can be divided into three categories: initialization,
metric learning, hallucination-based methods, and domain
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adaptation. It is noted that we have offered illustration on the
third category of method in Introduction.

The first category is implemented by initialization (Chen
et al. 2019; Qiao et al. 2018). These methods first train clas-
sifiers with a large number of samples from large training
set in training phase and then determine the parameters of
classifiers with a small number of labeled samples in testing
phase. In short, such methods tackle the few-shot learning
problem by “learning to fine-tune.” They try to learn good
model initialization (i.e., the parameters of a network) so that
the classifiers for new classes can be learned with a limited
number of labeled examples and a small number of gradi-
ent update steps. Ravi and Larochelle (2017) propose the
LSTM-based meta-learner to replace the stochastic gradient
decent optimizer. Later, Munkhdalai and Yu (2017) propose
the weight-update mechanism with an external memory to
upgrade gradient optimizer as well. Afterward, Lee et al.
(2019) thought that training linear classifier in the low shot
mode can provide better generalization performance, and
they have successfully learned the feature embedding which
can be generalized under the new classification rules.

The second category is based on metric learning, which
separates samples by measuring how close in feature repre-
sentation they are with each other. In short, they address the
few-shot classification problem by “learning to compare,”
where metric learning learns a sophisticated comparison
models, performing classification task conditioned on dis-
tance or metric to few labeled instances during the training
process. For example, Wei et al. (2020) propose a simple
and interpretable generalweighted framework to estimate the
informativeness of heterogeneous features, which provides
a tool to analyze interpretability of various loss functions.
FEAT (Ye et al. 2020) is designed on the basis of Euclidean
distance measures, where they use embedded mean values
from the same category as prototypes of different categories.
To perform incremental few-shot semantic segmentation, Shi
et al. (2022) propose an embedding adaptive-update strategy
to avoid catastrophic forgetting, where hyper-class embed-
dings remain fixed to maintain old knowledge, and category
embeddings are adaptively updated with a class-attention
scheme.

The fourth category, i.e., domain adaptation, is a particu-
lar case of transfer learning. Domain adaptation could reduce
domain shift from source domain to target domain. Many
methods have been proposed to address this problem, such
as divergence-based, adversarial-based, and reconstruction-
based domain adaptation. The former (Rozantsev et al. 2019)
reduce divergence criterion between the training and testing
data distributions. The middle (Zhu et al. 2017) minimize the
gap between distributions by using adversarial training. The
last (Yuan et al. 2022) consider domain shifting as an auxil-
iary reconstruction task by creating a shared representation
for both domains.

2.2 Image augmentation

Image enhancement introduces prior knowledge for visual
invariance, which has become the simplest and direct way
to improve model performance in deep learning methods
(Ni et al. 2022; Ding et al. 2022). Basically, researchers
propose different data-enhanced networks by learning invari-
ance or regularization rules for enhancement. The most
common enhanced samples are strongly correlated with
the original samples by different spatial operations, like
cropping, flipping, rotating, scaling, warping, and other geo-
metric transformations, as well as pixel perturbation, adding
noise, lighting adjustment, contrast adjustment, sample addi-
tion or interpolation, segmentation patch wait. By involving
enhanced samples for training, we enforce the network to
learn inherent transformation representations for such oper-
ators, thus greatly improving performance by dealing with
these transformations existed in the wild.

Although image enhancement algorithms have become
focus of research,most of such algorithms cost toomuch time
for computing. To emphasize effectively computing, several
previous work has proposed specific operations for com-
putation acceleration. For example, Farbman et al. (2011)
introduce convolution pyramid operator to accelerate linear
translation invariant filter. Similarly, many methods (Adams
et al. 2010; Wang et al. 2021) have been proposed to accel-
erate bilateral filtering, which focuses on image processing
application by performing edge sensing.

Another way to speed up computing is to first apply
at low resolution and then up-sample the imaging results.
However, simple up-sampling usually leads to undesirable
blur output, which could be mitigated by designing spe-
cial sampling techniques with respect to edge information
of the original images. For example, Kopf et al. (2007)
propose Joint bilateral up-sampling, which uses bilateral fil-
ters on high-resolution guidance maps to generate piecewise
smooth edge-aware up-sampling. Bilateral spatial optimiza-
tion (Barron and Poole 2016) solves a compact optimization
problem in a two-sided grid, resulting in maximum smooth
up-sampling results.

Recently, deep convolution network has made great
progress in low-level vision and image processing tasks, such
as depth estimation (Eigen et al. 2014), optical flow (Ilg et al.
2017), and image to image “translation” task (Isola et al.
2017). Some architectures have been trained to approximate
a general class of operators. For example, Xu et al. (2015)
develop a three-layer network in gradient domain to acceler-
ate the edge sensing smoothing filter. Later, Liu et al. (2016)
propose a learning recursive filter architecture for tasks of
denoising, image smoothing, inpainting, and color interpo-
lation. Recently, Zhang et al. (2022) propose local correlation
ensemble (LCE) with graph convolution network based on
attention features for cross-domain person re-identification
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Fig. 1 Overall framework of the proposed method, which consists of cutout for data enhancement and feature promotion module for feature
enhancement

and add a pedestrian attention module to obtain more robust
person features.

3 The proposedmethod

3.1 Overall architecture

The overall framework is shown in Fig. 1, which is composed
of cutout module, backbone for feature extraction, feature
promotion module for feature enhancement, and classifier to
assign category labels. It is noted that we perform enhance-
ment from two aspects, where one is to consider the simple
data enhancement by enlarging dataset to reduce the over fit-
ting, and the other is to enhance the generalization ability of
network through feature enhancement. After enhancing with
two different modules from different aspects, the proposed
method is capable to perform accurate image classification
task with low computation cost, since the former module
increases training time other than inference time, and the lat-
ter one is low in computation burdenwith only several layers.

Specifically, input training images set Xo are sent into
cutout module for data enhancement, which adds a fixed
region 0mask to the random region of each image to generate
new samples, and outputs the new set of training images Xe

Xe = Cutout(Xo) (1)

Then, the enhanced training image set are sent to the fea-
ture extraction module to extract feature maps. It is noted
that we apply ResNet to encode sufficient information from
images. After reshaping as channel feature vector sequences,

the generated features are sent to promotion feature module
for feature enhancement. These steps can be represented as:

F = FPM(Reshape(Extractor(Xe)) (2)

More precisely, we transform each generated feature map
into a one-dimensional feature vector in function Reshape().
Then, channel connector is used to sew feature vectors of
query samples with the feature vectors of each class in the
support set, thus obtaining channel feature vector sequences
with size n. It is noted that n is the number of classes in the
support set. The forgetting and updatingmodule is composed
of forgetting and updating blocks, which is used to extract
the relational embedding of each channel vector sequence.

Finally, the classifier infers the category label Y of query
samples based on enhanced feature map, which can be rep-
resented as

Y = Classifier(F) (3)

It is notedweuse the loss ofmean square error as loss function
for training.

3.2 Design of cutout module for data enhancement

Due to the requirement of constructing large and complex
representation space, most neural networks are often prone
to be overfitting, thus requiring proper regularization to boost
generalization. In this subsection, we show cutout for our
pipeline, which is simple yet effective regularization tech-
nique that randomly offer input square regions zero masks
during training. It is proved that cutout could significantly
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Fig. 2 Visualization results of Cutout on samples from training dataset

improve the robustness and overall performance of neural
networks.

As shown in Fig. 2, the operations in cutout module ran-
domly select a fixed region of the image, and then applies a
total 0 mask to the region. It is noted that regions are allowed
to be out of the range of the image. Essentially, cutoutmodule
is a simple neural network regularization technology, which
removes continuous property of input images and effectively
enhances data distribution by partially occluding samples.
Specifically in the training process, pixel coordinates in the
image are randomly selected as center points, where zero
masks are placed around positions.

The proposed data enhancement module encourages the
network to better utilize the full context of the image, rather
than relying on the presence of a small set of specific visual
features. In other words, cutout module allows neural net-
work to use global information of the entire image, rather
than the local information composed of some relatively low
informative features. In fact, such idea is similar with the idea
of most fine-grained papers, which emphasizes to receive
some examples with large part being seen and some other
being unseen during training. In this sense, cutout is closer
to data enhancement than dropout, since it does not produce
noise but generates novel views at images for network gen-
eralization.

Fig. 3 Structure of Feature PromotionModule. The dashed boxes from
left to right represent the forgetting block and updating block, respec-
tively. � and ⊕ indicates element-wise multiplication and addition,
respectively

3.3 Design of feature promotionmodule for feature
enhancement

When categories of training and testing dataset are different,
the effectiveness of neural network will be greatly reduced.
In this subsection, feature promotion module is proposed to
improve the discrimination ability in the domain transfer sce-
nario. We design it to extract informative and salient feature
for classification, rather than adopting all features for pro-
cessing. In other words, the proposed PFM aims to alleviate
the ineffective features in input images during training,which
could be represented as procedures of learning, updating and
forgetting. Essentially, PFM not only integrates feature vec-
tors with multiple feature levels extracted from input images,
but also builds more inherent feature representations by
forgetting useless content and enhancing contribution infor-
mation.

PFM is composed of serially connected multiple forget
and enhance block (FEB), where we show the structure
design of FEB in Fig. 3. FEB consists of forget block
and enhance block, where the former forget block forgets
category-level extrinsic features, and the latter enhance block
strengthens the representation of contributive and intrinsic
features. Improve the recognition rate by learning to retain
and generate new features. The forgotten part calculates the
retention rate of the feature through the forgetting block and
then connects the partially retained feature with the newly
extracted feature obtained through the update section. After-
ward, the cascading result is used as input for the next “FEB”
step. The cyclic process realizes the forgetting and updating
of the channel vector sequence in the feature extraction pro-
cess.
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Causal dilated convolution is the basic operation of
forget-update block, which is first applied as a special one-
dimensional convolution in Wavenet (van den Oord et al.
2016), and can be implemented by shifting the output of a
normal convolution by a few steps. For two-dimensional data,
the equivalent of causal convolution is amasked convolution.
When combine the casual convolution with dilated convolu-
tion, network can produce outputs of the same length as the
inputs and can obtain features as data leakage free with few
network layers, since dilated convolution can improve the
range of receptive field on the channel vector sequence.

Specifically, the proposed forgetting block learns how to
forget low-recognition features based on the context. The ini-
tial context is channel vector sequence, and all subsequent
contexts are the output of the previous forget-update block.
Forgetting block implements the forgetting mechanism by
calculating the forgetting rate of the input sequence. The for-
getting block generates data Xf of the same size as the input,
which can be formalized as:

Xf = Sigmod(Causal(Xi , d, k)) � Xi (4)

where function Causal() is causal dilated convolutional
function, Sigmod() is a sigmoid function, d is dilated rate, k
is kernel size, Xi+1 is the input to the i th forget-update block
in PFM module, � indicates element-wise multiplication.

The proposed updating block is designed to generates new
features based on context. Specifically, the channel vector
sequence e x is used as the initial context of the first forget-
update block, and the rest of the contextual information is
the output from the previous layer. Updating block generates
data Xu with the same sequence length as the input, which
can be formalized as:

Xu = tanh(Causal(Xi , d, k)) � Xi (5)

where tanh() is tangent activation function. The whole pro-
cess of FPM can thus be expressed as:

Xi+1 = X f ⊕ Xu (6)

where ⊕ is element-wise addition operation.

4 Experiments

In this section, we show the effectiveness and efficiency of
the proposed enhancement method for image classification
task. We first introduce dataset. Then, we describe imple-
mentation details for readers’ convenience. Afterward, we
conduct comparison and ablation experiments on two pub-
lic datasets to demonstrate the effectiveness of the proposed
method. Finally, we perform parameter setting experiment to

analyze sensitivity of cutout module size. For fairness, exper-
imental platform provided by Chen et al. (2019) is used for
comparative experiments.

4.1 Datasets

In the experiment of this paper, we use two kinds of datasets,
i.e., miniImageNet and CUB. MiniImageNet dataset is an
excerpt from the ImageNet dataset, which is a famous large-
scale visual dataset to promote visual recognition. ImageNet
annotates more than 14 million images and provide at least 1
million images. ImageNet contains more than 20,000 cat-
egories, and each category of ImageNet has no less than
500 images. Since training so many images requires a lot
of resources, Google DeepMind team extracted the miniIm-
ageNet dataset on the basis of ImageNet (Vinyals et al. 2016),
which is used for small-size dataset learning research. Mini-
ImageNet thus has become a benchmark dataset in the field
of meta-learning. MiniImageNet contains a total of 60,000
color images in 100 categories, of which there are 600 sam-
ples in each category, and the size of each image is 84×84. In
the experiments, the categories of training set and test set are
divided into 80:20. Compared with CIFAR10 dataset, mini-
ImageNet dataset is more complex, being more suitable for
FSL experiments.

CUB dataset is a fine-grained dataset proposed by the
California Institute of Technology, which is the current
benchmark image dataset for fine-grained classification and
recognition. It has 11788 bird images corresponding to 200
bird sub-categories, where training set has 5994 images and
testing set has 5794 images. Each image provides image
class labels, bounding boxes for bids, key parts information
of birds, and attribute information of birds. Compared with
miniImageNet, CUB dataset is used to test whether the pro-
posed model has a convinced classification performance on
fine-grained samples.

4.2 Implementation details

All methods are trained from the scratch. All input image are
normalized for training and testing. Adam is used as an opti-
mizer. The initial learning rate of the optimization algorithm
is 0.001. When the test accuracy stagnates in seven consec-
utive training steps, the learning rate decreases by 10%. The
most common FSL classification settings, 5-way 1-shot and
5-way 5-shot, have been tested on all datasets. Unless other-
wise specified, all results were averaged over 1000 episodes
from the test set with a 95% confidence interval.

4.3 Comparison with state of the arts

We conduct our experiments on the miniImageNet and CUB
datasets with other comparative methods. The results are
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Table 1 Accuracy for 5-way 1-shot and 5-way 5-shot classification on
CUB dataset

Model 1-shot 5-shot

MAML Finn et al. (2017) 56.07±0.94 73.28±0.69

MatchingNet Vinyals et al. (2016) 60.51±0.89 72.88±0.67

ProtoNet Snell et al. (2017) 49.39±0.88 66.21±0.72

RelationNet Sung et al. (2018) 60.83±0.92 73.82±0.67

Baseline Chen et al. (2019) 31.95±0.58 52.90±0.67

Baseline++ Chen et al. (2019) 43.58±0.76 60.82±0.76

FEAT Ye et al. (2020) 52.43±0.92 66.85±0.76

ours 62.54±0.79 74.82±0.71

Table 2 Accuracy for 5-way 1-shot and 5-way 5-shot classification on
miniImageNet dataset

Model 1-shot 5-shot

MAML Finn et al. (2017) 47.91±0.81 62.51±0.72

MatchingNet Vinyals et al. (2016) 50.53±0.83 63.77±0.67

ProtoNet Snell et al. (2017) 48.58±0.82 64.18±0.69

RelationNet Sung et al. (2018) 50.43±0.78 66.30±0.70

Baseline Chen et al. (2019) 36.43±0.61 55.41±0.66

Baseline++ Chen et al. (2019) 38.26±0.55 55.86±0.65

FEAT Ye et al. (2020) 46.11±0.74 62.76±0.67

ours 52.27±0.77 68.13±0.74

shown in Tables 1 and 2, respectively. It is noted that we
follow (Chen et al. 2019) to choose the proper comparative
studies to show the effectiveness of the proposed method,
where Chen et al. (2019) is a recently published review paper
with quantity of latest methods describing and analyzing.

Table 1 shows that our method is superior to the previous
methods in single shot and five shot classification in CUB
datasets. Through the Cutout data enhancement and forget-
ting and updating module, the classification performance is
1.71% higher than relationNet in 1-shot and 1.00% in 5-
shot. Similarly, Table 2 shows our superior performance in
miniImageNet datasets. Through the Cutout data enhance-
ment and forgetting and updating module, the classification
performance is 1.84% higher than relationNet in 1-shot and
1.83% in 5-shot.

Our model performs surprisingly on these two datasets.
The reason is that the robustness of the model plays a
huge role in the performance of few shot learning. The pro-
posed data enhancement module and forgetting and updating
module can both weaken the interference of irrelevant
information. The former significantly reduce the impact of
irrelevant context information such as background. The latter
shields more useless information in themiddle and high level
features. Different resolution would not greatly affect the
results of the proposed method. In fact, the proposed method

focus on enhancement frommultiple views.We think we can
achieve progress in efficacy nomatterwhat resolution images
are. This analysis has been added in the revised version.

4.4 Ablation study

In order to verify that each module plays an active role in
classification, we conduct two sets of ablation experiments.
Cutout and feature promotion module are deleted in the two
sets of experiments, and the results are shown in Tables 3 and
4, respectively.

In Table 3, we can find that the network performance after
addingCutoutmodule is better. The reason it that the network
fully utilize the complete context of the image instead of rely-
ing on the existence of a small set of specific visual features,
thereby improving the accuracy of image classification. Sim-
ilarly, Table 4 shows the contribution of the proposed FAU
module. The network can make better use of the useful fea-
ture information in the image and discard the information
that hinders the classification task, thereby improving the
accuracy of image classification.

Combining Tables 3 and 4, we can find that the effect of
the FAU module is better than that of the Cutout module.
The reason is that in few shot learning, the display of context
information and category information is not obviously related
due to too few samples. It does not contribute as much as
image category features.

4.5 Sensitivity analysis of cutout module size

In order to further study the influence of cutout on data
enhancement, we do sensitivity experiments on the size of
its mask. Experiments on 1-shot and 5-shot are carried out
on CUB dataset and miniImageNet dataset, respectively, as
shown in Fig. 4. We can see from Fig. 4 that when the size of
0 mask is 16 pixels, data enhancement effect is the best. And
in the process of approaching 16 pixels, the increased income
presents a diminishing benefit. When the size is greater than
or less than 16 pixels, the effect is reduced. When the mask
size is small, it is equivalent to noise and cannot enhance
the data. When the mask size is too large, main features are
blocked, and the influence network extracts the effective data.

5 Conclusion

We propose a data enhancement method for few-shot clas-
sification. It not only forgets the useless information in
the support image and query image, but also enhances the
effective information and category features. Moreover, the
proposed data enhancement method uses the random zero
mask to enhance the experimental data without increasing
the number of samples, improving the accuracy of few shot
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Table 3 Accuracy for 5-way
1-shot and 5-way 5-shot
classification without Cutout
module

Dataset CUB MiniImageNet
Model 1-shot 5-shot 1-shot 5-shot

Without cutout 60.84±0.93 73.92±0.82 50.14±0.67 67.13±0.84

ours 62.54±0.79 74.82±0.71 52.27±0.77 68.13±0.74

Table 4 Accuracy for 5-way
1-shot and 5-way 5-shot
classification without feature
promotion module

Dataset CUB MiniImageNet
Model 1-shot 5-shot 1-shot 5-shot

Without FPU 60.64±0.85 73.11±0.64 50.42±0.53 66.56±0.82

Ours 62.54±0.79 74.82±0.71 52.27±0.77 68.13±0.74

Fig. 4 Sensitivity analysis of mask size with 1-shot (left) and 5-shot tests (right)

classification from the perspective of feature enhancement
and data enhancement. Experiments show that performance
of the proposed method on public datasets is better than sev-
eral of the latest methods. Cutout module can only be applied
in only image processing domain. Meanwhile, feature pro-
motion module is proper to be applied in other domains for
feature map enhancement, which is potential to be adopted
in multiple artificial intelligence domains. Considering the
existing over-fitting problem, our future plan is to explore
the idea of unsupervised learning to alleviate this concern.
Tomake ourmodelmore generalized, we also plan to explore
cross-domain image classification tasks.
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