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Abstract. Detecting arbitrary oriented text in scene and license plate
images is challenging due to multiple adverse factors caused by images
of diversified applications. This paper proposes a novel idea of extract-
ing Cloud of Line Distribution (COLD) for the text candidates given by
Extremal regions (ER). The features extracted by COLD are fed to Ran-
dom forest to label character components. The character components are
grouped according to probability distribution of nearest neighbor compo-
nents. This results in text line. The proposed method is demonstrated on
standard database of natural scene images, namely ICDAR 2015, video
images, namely ICDAR 2015 and license plate databases. Experimental
results and comparative study show that the proposed method outper-
forms the existing methods in terms of invariant to rotations, scripts and
applications.
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1 Introduction

As technology grows, flexibility in capturing images and videos increases. This
leads to have data of diversified images, such as scene images captured by high
resolution camera, video images captured by low resolution camera and license
plate images captured when vehicle is moving fast [1–3]. As results, one can
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expect images affected by multiple diverse factors, such as low contrast, complex
background, illumination effect, blur, occlusion etc. Therefore, there is tremen-
dous scope for developing a method which can withstand the above multiple
diverse factors. There are methods in literature, most methods focus on par-
ticular data with limited causes to achieve better results [1,2,4]. For example,
Shivakumara et al. [5] proposed a new multi-modal approach to bib number/text
detection and recognition in Marathon images. It combines biometric features
with text feature to detect text in Marathon images. Recently, the methods are
explored deep learning for text detection in natural scene images [6]. However,
these methods require large number of labeled data and it is hard to optimize the
parameters for different application and dataset [7]. Similarly, we can find many
methods for text detection in video images. For example, Shivakumara et al. [8]
proposed optical flow based dynamic curved video text detection. The method
explores constant velocity and uniform magnitude properties of text components
for text detection.

In the same way, there are methods for license plate detection in the images.
In this work, we consider license plate detection is also text detection task
because license plate is nothing but text with numerals. Moreover, it is chal-
lenging compared to scene and video data due to sever illumination effect, blur,
contrast variations and distortions due to vehicle movements. Panahi and Gho-
lampour [9] proposed accurate detection and recognition of dirty vehicle plate
numbers for high speed applications. However, this method adapts specific lan-
guage features for achieving results. In summary, it is noted that there are sophis-
ticated methods for text detection in natural scene images, videos and license
plate images. However, these methods focus on particular dataset with specific
cause but not the images affected by multiple causes. Motivated by the work pro-
posed in [10] for text spotting in natural scene images and license plate images,
we propose a new method for text detection in all three types of images. The
method used in [10] works well for high contrast images but not video images
captured low resolution camera. Our aim is to address the challenges posed by
natural scene images, video images as well as license plate images.

2 The Proposed Method

It is fact that text components in image of different types have characteris-
tics which play a prominent role in representing character components, namely,
shape, contrast, stroke information, uniform spacing between the characters.
These characteristics are invariant to rotation, scaling, to some extent to distor-
tions, illumination effects. To exploit such features, we propose Extremal Regions
(ER) to detect text candidates which represent text. Due to background and
foreground variations, ER couldn’t detect text candidates accurately. Therefore,
we propose filters to eliminate false text candidates. Then the proposed method
uses polygonal approximation to detect dominant points on contour of the text
candidates. The shape of the text candidates is studied by applying new concept
called Cloud of Line Distribution (COLD) which finds unique property based
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Fig. 1. Text candidates detection results, where (a) is the input image, (b) is the ER
detection result and (c) represents the result of text candidate detection.

on angle information between dominant points. This results in character com-
ponents. The character components are used to form text lines based alignment
and spacing between character components.

2.1 Text Candidate Detection

For an input image, we generate text candidates, say {ei} of the input image I
by detecting ER in multi-channels {Cl|l = 1...3}, namely, RGB channels [11].
Since the problem is complex, we propose the following filters for the output
of ER.

(1) Filter using geometric properties: Since characters usually have similar geo-
metric appearance, we estimate the ratio between the area and diameter of
ER. In addition, this filter also used Euler number for eliminating false text
candidates.

(2) Filter using intensity distribution: Inspired by the fact that characters have
uniform color values. The proposed method discards the text candidates,
which have high variation in intensity values. We first perform histogram
operation on intensity values and adopt mean of the maximal and second-
maximal value of the histogram as the split value. Then the proposed method
calculates the intensity variance Hi of ER by

Hi =

nf ·
∑

x∈ei,f

(Ix − Aei,t
)2 + nb ·

∑

x∈ei,b

(Ix − Aei,b
)2

nt + nb
(1)

where ei,f and ei,b represent the text and non-text of ei respectively, n
refers to the number of pixels and A represents the mean value. The effect
of ER and Filtering is illustrated in Fig. 1 where (a) is the input image
with arbitrary oriented text, (b) is the result of ER and (c) is the result
of filtering. It is noticed from Fig. 1(c) that the above filtering classifies
non-text candidates as text candidates. This is due to components in the
background share filtering properties.
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Fig. 2. Illustration of the process of the dominate points detection and COLD feature
construction, where (a) is the example text ER, (b) and (e) define dominate point pairs
with l = 1 and l = 2, (c), (f) and (d), (g) are the result distributions in Euclidean space
and Tangent space, respectively.

2.2 Polygonal Approximation for Contour Points Detection

For each text candidate, the proposed method obtains Canny edges. The reason
to choose Canny edge operator for edge contour detection is that Canny gives
fine contours irrespective of contrast compared to Sobel and Prewitt which are
sensitive to contrast variations. The dominant points pk for each edge image of
the text candidate are defined as

{
{cj |j = 1...m} = fcc(Edge(ei))
{pj,k|j = 1...m, k = 1...n} = fϕ(cj)

(2)

where m and n refer to the number of connected components and dominant
points, function Egde() represents the Canny edge operator, function fcc() rep-
resents the operation of labeling connected components {cj} based on Canny
edge image, function fϕ() means the operation of detecting dominant points for
each connected component cj . The process of finding dominant points for the
contour is known as polygonal approximation which is widely used in handwrit-
ing recognition [12] and shape classification [13]. Formally, we use the classical
Ramer-Douglas-Peucker algorithm [14,15] as fϕ() to detect dominant points,
since it gives robust approximation results for complex contours and supports
fast computing.

When we observe the output of polygonal approximation of the text candi-
dates, text candidates representing actual characters have more straight lines
while the text candidate representing false characters have more irregular lines.
This observation motivates us to introduce shape descriptor called Cloud of Line
Distribution (COLD) which extracts such observations in the form of distribu-
tions in angular space. This will be discussed in detail in subsequent section.

2.3 Cloud of Line Distribution for Character Component Detection

This section presents COLD feature extraction based on detected dominant
points {pj,k}, which describes shape of contours in multiple levels and space.
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Fig. 3. The result cloud of point distributions and log-polar histograms based feature
for different kinds of ER. Note that the red line is set to split feature into Euclidean-
based and Tangent-based feature. (Color figure online)

Given an input image I and the ordered dominant points {pj,k}, we aim to
model the relation between pairs of dominant points in both Euclidean space
E and Tangent space T . Note that dominant points in T could be represented
as pT = (x, y, ρ), where we use Principle Components Analysis (PCA) to cal-
culate tangent vector ρ and ρ is regarded as the orientation of this dominant
point. In other words, ρ gives the direction based on neighbor information. We
choose PCA and neighbor pixel information to find the orientation rather than
choosing the gradient direction as used in the past for skeleton extraction [16] to
focus on shape representation of contours and save the number of computations.
The relation of dominant point pair (pj,a, pj,b) is thus measured as differences of
orientation and distance, i.e. {θ, d}, which could be represented as follows:

(pj,a, pj,b) =

⎧
⎪⎪⎨

⎪⎪⎩

dE =
√

(xb − xa)2 + (yb − ya)2

θE = arctan( yb−ya

xb−xa
)

dT = |ρa − ρb|
θT = fϕ(ρa − ρb)

(3)

where (xa, ya) and (xb, yb) are the coordinates of pj,a and pj,b respectively, ρa

and ρb are the tangent vectors for pj,a and pj,b respectively and function fϕ()
computes the angle between a vector and horizontal line. Inspired by the Shape
Context [17], we transform the (θE , dE) and (θT , dT ) into log-polar space, which
generates cloud of point distributions in multiple space. The two normalized log-
polar histograms thus form the final feature vector Fj(ei) = [Fj,e, Fj,t] for the
jth connected component, which is the proposed COLD feature and could be
adopted as shape descriptors to classify text candidates as text or non-text. To
describe relation between points in far distance, we define pairs every l points. In
other words, we represent pj,k and pj,k+l as dominant point pair. Figure 2(b) and
(e) show the process of defining pairs with l = 1 and l = 2 respectively and the
corresponding result distributions with log-polar space are shown in Fig. 2(c),
(f), (d) and (g). With variant values of l, we successfully capture properties
of shape of contours in different levels. In other words, we describe shape of
contours in local manner when l is small. When l is a larger value, we intend to
construct a more global shape descriptors.



438 W. Wang et al.

Fig. 4. The result of text line formation: (a) text candidates detection result, (b) text
components after removing non-text components, (c) text line detection result.

We thus concatenate the COLD features with different l and different j
together to form the final feature vector F = [Fj,k(ei)|j = 1...m, k = 1...l]
for ith ER region. To present the description ability for shape of contours by our
proposed COLD feature, we show the cloud of line distributions and log-polar
histograms based feature F for different kinds of ER in Fig. 3. It is observed from
Fig. 3 that the same character (Two A) tends to own the similar distributions
and features, while different characters(A and B) or characters and background
have different distributions and features. Finally, we apply COLD feature F in
a random forest model to achieve the label for ith ER as L = fτ (F (ei)). The
final result of COLD is shown in Fig. 4, where (a) is text candidate image and
(b) is the result of applying COLD. It is noted from Fig. 4(b) that all non-text
candidates are removed.

2.4 Text Line Formation

Let text candidate be S which provides coarse locations of character compo-
nents. To draw bounding box for the extracted text line, the proposed method
groups the character components that share the common properties such as
scale, orientation and color contrast. Inspired by [18], we find the color of char-
acter components which has uniform values compared to it background. Thus,
we propose perceptual divergence to measure the perceptual divergence of a
region against its surroundings as PD(s) =

∑
R,G,B

∑w
δ=1 hδ(s) log hδ(s)

hδ(s̃)
, where

the term the Kullback-Leibler divergence (KLD) measuring the dissimilarity of
two probability distributions, hδ(s) and hδ(s̃) represent the histograms of text
candidate and its surroundings. In this way, the proposed method groups the
text candidates into text lines with the following conditions:

⎧
⎪⎪⎨

⎪⎪⎩

2/3 ≤ |Hp/Hq| ≤ 3/2
|θp − θq| ≤ π/8
|fd(p, q) − (Wp + Wq)/2| ≤ Hp + Hq

|PD(p) − PD(q)| ≤ 7

(4)

where H, W and θ represent the height, width and orientation of text region
respectively, and fd(p, q) refers to the distance between center of p and q.
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Note that all the parameters in Eq. (4) are determined experimentally. If char-
acter components satisfy this property, the proposed method considers the char-
acter components for grouping as shown in Fig. 4(c), where one can see how the
proposed method fixes bounding boxes for different oriented text lines.

3 Experiments

To evaluate the robustness of the proposed method, we consider three benchmark
databases, namely, ICDAR 2015 scene [24], ICDAR2015 video [24] and Medialab
License Plate database [22]. We select 10 videos from ICDAR2015 video dataset
for our experiments. Medialab LPR is designed for license plate recognition and
complex due to the images affected by severe illumination, touching characters,
blur effect and perspective distortion effect. The evaluation scheme and instruc-
tions given in [24] are used for calculating standard measures, namely, Recall,
Precision, F-measure and time cost per image. Note that the results of Table 1
are directly sampling from website of ICDAR 2015 scene competition [25]. In
order to show effectiveness of the proposed method for video images, we imple-
ment Wu et al. [20] which explore character shape restoration for text detection
in both natural and video images, Huang et al. [21] which uses the concepts
of MSER and convolutional neural networks for text detection in natural scene
images. In the same way, we use available code of the Yin et al. [19] and Neu-
mann and Mattas [11] which use MSER concept for text detection in natural
scene images. We also implement Anagnostopoulos et al. [22], Zhu et al. [23] and
Zambeerletti et al. [10] to compare the effectiveness for text detection on licence
plate images.

Table 1. Performance of text detection on ICDAR 2015 scene

Method Precision Recall F-measure Time-cost

Proposed 0.72 0.55 0.62 3.44

Only Euclidean space 0.70 0.51 0.59 3.42

Only Tangent space 0.69 0.52 0.59 3.43

CTPN 0.74 0.52 0.61 1.40

CNN Pro 0.35 0.34 0.35 –

HUST 0.44 0.38 0.41 –

NJU-Text 0.70 0.36 0.47 –

MSRA-v1 0.74 0.85 0.79 –

Quantitative results of the proposed and existing method are reported in
Tables 1, 2 and 3 for the ICDAR 2015 scene data, ICDAR 2015 video data and
License Plate data, respectively. Note that we achieve our results on a Laptop
with 2.2 GHz Core2 i7, 6 GB RAM and Nvidia GTX 960M. Table 1 shows that
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Table 2. Performance of text detection on subset of ICDAR 2015 video

Method Precision Recall F-measure Time-cost

Proposed 0.73 0.65 0.69 1.74

Only Euclidean space 0.72 0.60 0.65 1.72

Only Tangent space 0.70 0.62 0.66 1.72

Yin et al. [19] 0.64 0.57 0.60 1.54

Neumann et al. [11] 0.48 0.58 0.53 1.78

Wu et al. [20] 0.51 0.61 0.55 1.77

Huang et al. [21] 0.79 0.60 0.68 3.91

Table 3. Performance of text detection on Medialab LPR

Method Precision Recall F-measure Time-cost

Proposed 0.90 0.81 0.85 1.23

Only Euclidean space 0.85 0.78 0.81 1.02

Only Tangent space 0.85 0.73 0.78 1.03

Anagnostopoulos et al. [22] 0.81 0.63 0.71 0.87

Zhu et al. [23] 0.82 0.73 0.77 0.70

Zambeerletti et al. [10] 0.83 0.76 0.79 0.61

the proposed method is the second best at F-measure and Recall and third best
at Precision for the ICDAR 2015 scene database. Focusing on shape informa-
tion of text, the proposed method even outperforms MSER+CNN method, i.e.
CNN Pro and NJUText, in f-measure. These facts show the importance of shape
information for text detection task. Meanwhile, the proposed method would fail
with cases where text appear with broken shape. Considering that most of the
characters in ICDAR 2015 scene own solid shape, the proposed method thus
achieves a good precision and recall performance. Several CNN-based methods,
i.e. CTPN and MSRA-v1, score higher than our method in ICDAR 2015 scene.
However, the proposed method achieves detection results with much lower time,
computation and hardware cost. From Table 2, the proposed method scores the
best results at Recall and F-measure and second best at Precision for subset of
ICDAR 2015 video database compared to existing methods. Based on detection
results of ICDAR 2015 scene and video, we could conclude the proposed method
remain consistent in performance for various scenarios. Table 3 shows the pro-
posed method score best in precision, recognition and F-measure but the last in
time cost. The listed three methods are designed especially for car plate detec-
tion task. In that case, they try to get balance between computation cost and
performance. Meanwhile, our method could handle with various situations, such
as scene, video and car plate text. Qualitative results of the proposed method
for the different database are shown in Fig. 5 where we can notice that the pro-
posed method detects text well regardless of database, orientation, background
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Fig. 5. Detection examples of the proposed method on ICDAR 2015 scene, ICDAR
2015 video and Medialab LPR.

complexity, font size and font variations. In summary, we can conclude that
the proposed method is robust and generic as it gives consistent results for the
different databases and outperforms the existing methods.

4 Conclusion

We have proposed a new method for arbitrary text detection in natural scene,
video and license plate images. The proposed method explores ER for detect-
ing text candidates. For text candidates, the proposed method uses polygonal
approximation for dominant point detection over contour of text candidates. To
eliminate false text candidates, we have introduced Cloud of Line Distribution
which results in character components. Experimental results show the proposed
method outperforms the existing methods for three different databases.
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