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ABSTRACT

Deep neural networks (DNN) have shown significant performance in several domains including computer vision
and machine learning. Convolutional Neural Networks (CNN), known as a particular type of DNN, have shown
their promising potentials in discovering vision-based patterns from quantity of labeled images. Many CNN-based
algorithms are thus proposed to solve the problem of object detection and object recognition. However, CNN-based
systems are hard to deploy on embedded systems due to their computationally and storage intensive. In this paper,
we propose a method to compress convolutional neural network to decreases its computation and storage cost by
exploiting inherent redundancy property of parameters in different kinds of layers of CNN architecture. During the
compression, we firstly construct parameter matrices from different kinds of layers and convert parameter matrices
to frequency domain through discrete cosine transform (DCT). Due to the smooth property of parameters when
processing images, the resulting frequency matrices are dominated by low-frequency components. We thus prune
high-frequency part to emphasize the dominating part of frequency matrix and make the frequency matrix sparse.
Then, the sparse frequency matrices are sampled with distributed random Gaussian matrix under the guiding of
compress sensing. Finally, we retrain the network with the sampling matrices to fine-tune the remaining parameters.
We evaluate the proposed method on several typical convolutional neural network and show it outperforms one
latest compression approach.

Keywords: Deep compression, Convolutional neural network, Discrete cosine transform, Compressive sensing,
YOLO, Object detection.

1.0 INTRODUCTION

Convolutional neural networks have shown reliable results on object recognition [1,2] and detection [3,4,5,6,7] that
are useful in real world applications. By involving Convolutional Network as architectures for feature extraction and
classifier learning, YOLO [6,7], one state-of-the-art object detection system, is reported to achieve 76.8 mean
Average Precision (mAP) on VOC 2007 dataset [8]. The result achieved by YOLO outperforms most of the typical
object detection methods including Deformable part-based model (DPM) [9].

However, it’s hard to deploy CNN-based systems as applications in embedded systems due to its computational and
storage intensity. For example, the complex CNN structure behind YOLO makes its size over 230MB, storing
6.74*108 parameters extracted from 30 layers. Running a system with such a tremendous number of parameters
consumes large storage and computational resources, which are often limited in embedded systems. This problem
occurs for other CNN-based systems as well. Therefore, how to appropriately compress parameters of CNN has
become one of the most challenging topics in machine learning community.

In this paper, we propose a novel approach to compress parameters of convolutional neural network with frequency
pruning and compressive sensing. The key idea of the proposed method is to represent the parameter matrix as a
discrete signal and apply spectral analysis to compress it. Due to the nature of local pixel correlation in images (i.e.
spatial locality), we observe the parameters in one layer of CNN tend to be smooth. From the view of spectral
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analysis, the low-frequency part referring to the smoothness will dominate the signal transformed from parameter
matrix. Therefore, we could prune high-frequency part for compression. After pruning, we achieve a sparse
parameter signal. Its sparse property encourages us to further decrease the storage consumption by sampling the
parameter signal with distributed random Gaussian matrix under the guiding of compressive sensing.

Compressive sensing is a signal processing technique by exploring the sparsity of a signal to recover it from fewer
samples than required by the Shannon-Nyquist sampling theorem. In fact, a common goal of signal processing is to
reconstruct a signal from a series of sampling measurements. Once the size of sampling measurements is smaller
than that of the original signal, the original signal could be compressed well. An early breakthrough for signal
reconstruction is the Nyquist–Shannon sampling theorem, which states that if the signal's highest frequency is less
than half of the sampling rate, the signal can be reconstructed perfectly by means of linearly interpolation.
Improving the idea of Nyquist–Shannon sampling theorem by exploring prior knowledge about the signal,
compressive sensing focuses on sparse signals in the sense that there exists a basis where coefficients of matrix
could have just a few large values and many small values. Only utilizing large values for reconstruction would
greatly reduce the size of sampling measurements, which is much smaller than required by the Shannon-Nyquist
sampling theorem. Considering frequency matrix after pruning as a sparse signal, the proposed method thus utilizes
compressive sensing for a higher compression rate by adopting the distributed random Gaussian matrix as sampling
basis.

Our approach has two major contributions:

 Introduction of a compression method for CNN network based on compressive sensing. Compressive
sensing is designed to utilize sparsity of signals for compression under the theoretical guidance of sparse
coding. By transforming parameter matrices from spatial to frequency domain and pruning high-frequency
part, the resulting signal are sparse enough to utilize compressive sensing for compression. To the best of
our knowledge, this is the first work compressing CNN network with compressive sensing.

 Construction of a novel object detection system (nearly 100MB), which is much smaller in size than YOLO
system and supports to be deployed in an embedded system. Essentially, quantity of CNN-based methods
have been proposed for object detection [1-7]. However, such methods are hard to be directly deployed on
a system with limited computation resource, e.g., embedding system, due to the high request on
computation and memory resource of CNN-based methods. We thus build our work on one of the current
state-of-the-art object detection systems, i.e. YOLO, and propose compressive sensing based deep
compression to decrease the computation cost and memory size requirement of YOLO, in order to be
deployed on embedding systems. Practically, the proposed method could be easily applied to any CNN-
based system for compression.

The rest of the paper is organized as follows. Section 2 reviews the related work. Details of the proposed method are
discussed in Section 3. Section 4 presents the experimental results and discussions. Finally, Section 5 concludes the
paper.

2.0 RELATED WORK

Deep neural networks have demonstrated the incredible power to learn high-level representations for classifying
different categories of objects. However, these architectures are hard to shift to embedded systems due to the limited
computational and memory resource. Early, researchers estimate a deep neural network with a shallower model to
reduce the size of a network. Cybenko et al. [10] shows that a network with a large enough single hidden layer of
sigmoid units can approximate any decision boundary. Following Cybenko’s idea, Dauphin et al. [11] trains a
shallow network on SIFT features to classify the ImageNet dataset. However, it is difficult to train shallow networks
with large number of parameters. It’s noted that the redundancy of Deep Neural Networks guarantees that reducing
the number of parameters reasonably will not affect the accuracy of the network. Therefore, it’s possible to
compress deep neural networks with guaranteed accuracy. Based on the timing for compression, we generally
category current compression methods into two groups: compress network during and after training.

The methods in the first group try to compress weights, activations and gradients during training to obtain smaller
and faster network. Researchers find the sensitivity increases in turn in the order of parameters, activation values
and gradients. Based on this observation, Courbariaux et al. [12] train binarized neural networks (BNNs) with
binary weights and activations, which achieves a high compression result on multiple datasets. Rastegari et al.[13]

https://en.wikipedia.org/wiki/Signal_processing
https://en.wikipedia.org/wiki/Signal_processing
https://en.wikipedia.org/wiki/Nyquist%E2%80%93Shannon_sampling_theorem
https://en.wikipedia.org/wiki/Whittaker%E2%80%93Shannon_interpolation_formula
https://en.wikipedia.org/wiki/Nyquist%E2%80%93Shannon_sampling_theorem
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further explore the idea of binarization by introducing XNOR-Networks. By defining the optimal scaling factor as
the average of absolute weight values, they adjust the loss of binarazation operation to achieve a higher accuracy
and compression rate over BNNs. Most recently, He et al. [14] compress CNN networks by first detecting
representative neurons with lasso regression model and then only using the representative neurons to reconstruct the
whole network, which achieves an impressive compression result. However, these methods require compressing
during training from scratch, which greatly increase computation cost of compression for the existed deep neural
models.

The other kind of methods focuses on compressing the pre-trained network. Pruning redundant, non-informative
weights in a pre-trained network could reduce the size of the network at running time. Following this idea, Dendi et

Fig. 1: The proposed method consists of two stages: compression and decompression

al. [15] use low-rank decomposition of the weight matrix to reduce the number of parameters in the network. In a
similar way, Gong et al. [16] investigate information theoretical vector quantization to compress the parameters of
CNNs, which has a clear gain over parameter matrices of existing neural network and leads to a very good balance
between model size and recognition accuracy. Recently, Han et al. [17] propose to reduce the number of parameters
by keeping only the important connections. They further explore the idea into a three-stage pipeline [18] to reduce
the storage requirement of networks without affecting their accuracy. They firstly remove the redundant
connections, then trained quantization so that multiple connections share the same weight and finally use Huffman
coding to generate the compressed file. After that, Chen et al. [19] introduce DCT and low-cost hash function to
reduce model size by transforming and randomly grouping the learning weights. Due to the lack of analysis of
sparse property, we believe the compression rate of [19] could be improved by introducing technologies from
compressive sensing.

3.0 METHODOLOGY

In this section, we propose a novel method to compress convolutional neural network, which decreases the storage
cost and retain the detection accuracy simultaneously. Fig.1 gives the overview of the proposed method.

During the compression stage, the proposed method firstly constructs the parameter matrices from weights of
different layers. Regarding the parameter matrices as signals, the proposed method transforms them to frequency
domain by discrete cosine transform (DCT). Since the low-frequency part dominates the resulting frequency
matrices, the proposed method prunes the high-frequency part. Next, the proposed method samples the parameter
matrices by defining distributed random Gaussian matrix as measurement matrix. After sampling, the proposed
method retrains the network to fine-tune the remaining connections and parameters. Finally, we utilize Huffman
code to encode the parameter matrices into a binary parameter file, which will be saved for further decompression
stage.

During the decompression stage, we firstly decode the binary parameter file to sampling matrices. Then we recover
them to frequency matrices by the AMP method. Finally, we transform the resulting matrices from frequency
domain to spatial domain by inverse form of DCT. Note that the decompression stage is performed at run-time,
while the compression stage is required to be performed after training and completed with one time.

3.1 DCT for Parameter Matrix

Typical CNN are composed of convolutional layers (COV), batch normalization layers (BN), max-pooling layers
(MP) and so on. The parameters of MPs and other layers are determined manually, while parameters in COVs and
BNs require training process to determine. In addition, the number of parameters in COVs and BNs is much larger
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than parameters of MPs and other layers. The proposed method intends to compress parameters of COVs and BNs
for pre-trained CNN models.

We firstly construct parameter matrices based on parameters of COVs and BNs. Generally, each normalization layer
follows a convolutional layer to improve convergence. Take YOLO as an example, it has 22 COVs and an equal
number of BNs. The size of parameters of each COV varies greatly from hundreds to millions. To handle the
variability of COV’s size, we propose to separate them into blocks with a preset size d, which is determined as
15*15 by experiments. Since each BN owns only three parameters, BNs have a much smaller number of parameters
than COVs. We thus adopt several matrices with size d to store the parameters of BNs. It’s noted that there would be
blanks when constructing parameter matrices with a preset size. We utilize the mean value of each matrix to fill up

Fig. 2: An example of a parameter matrix in spatial domain(a), frequency domain (b) and after pruning (c).

blanks inside the block, since the mean value won't greatly alter the frequency distribution achieved in latter steps.
After separating blocks and filling blanks, we represent the parameter matrix as , where l and k refer to the layer
and the index inside the layer, respectively.

Next, we utilize DCT to transform the parameter matrix from spatial domain to frequency domain. DCT-based
methods are widely used to compress images and movies [20]. The main reason for its popularity in compression
area lies in three aspects: 1. DCT has the ability to pack most energy of images to the low-frequency part; 2. DCT
and its inverse operation could be lossless for compression when employed without quantization or other
compression operation; 3. DCT yields a real-valued frequency matrix, compared with FFT whose representation has
imaginary components. Therefore, it’s appropriate to apply DCT for transforming and compressing. Essentially,
A discrete cosine transform (DCT) could expresses a matrix in terms of a sum of cosine functions oscillating at
different frequencies. Given the cosine functions A(i,j), we thus compute the frequency matrix by DCT as
follows:

(1)

where d refers to the size of the input parameter matrix , i and j are the row and column index of the input matrx

respectively, when and when which consists of the matrix orthogonal basis. During
the decompression stage, we use the inverse DCT to transform parameter matrix from frequency domain to spatial
domain, which is defined as .

3.2 Frequency Pruning

Existing compression methods designed for convolutional neural network, such as the Deep Compression algorithm
[10], ignored the procedure of transforming weights into sparse field for pruning, leading to loss of information
during pruning. The proposed method transforms the weights into frequency domain, which is sparse and dominated
by low-frequency part. We thus could get less loss of information by pruning high-frequency part. In addition, the
compression rate of the latter step, i.e. compressive sensing, is highly related with the sparsity of the parameter
matrix. Pruning could make the parameter matrix sparser.

In Fig. 2 (a) and (b), we show an example of parameter matrix in spatial domain and frequency domain,
respectively. We could notice the parameter matrix in the spatial domain is smooth, due to the property of spatial
locality of image pixels. Meanwhile, the upper left part of the parameter matrix in the frequency domain, known as
low-frequency components, have larger magnitude values than other parts named as high-frequency components,
due to the smoothness of the values in the parameter matrix. Based on these observations, we could conclude the
energy of the parameter matrix is dominated by its low-frequency part. In other words, the upper left values are

https://en.wikipedia.org/wiki/Cosine
https://en.wikipedia.org/wiki/Frequency
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more valuable than others in constructing filters of CNN. To decrease storage cost and maintain accuracy for CNN,
we should prune the high-frequency part and retain the low-frequency part.

Essentially, network pruning has been widely studied to compress CNN models. Early pruning methods [21] were
proposed to reduce the network complexity and over-fitting. The proposed method builds on top of these approaches
to propose an adaptive pruning scheme, which could decrease size of the frequency matrix by directly assigning
0 to small weights. With less weights values, the size as well as the complexity of CNN could be largely decreased.
To fuifil the requirement of different compression rate, we further adopt an adaptive threshold to remove small
weights, which could be defined as follows:

(2)
where the prune ratio is defined as

(3)
where function represents the sort operation converting a matrix into a value sequence in ascending order,
and refers to the prune ratio. By assigning different , we could achieve compressed CNN systems with different
size to fulfill various requirements for storage consumption. After pruning high-frequency part, we could get a
sparse version of parameter matrix as shown in Fig. 2 (c).

3.3 Compress and Recover by Compressive Sensing

In this subsection, we will discuss how to utilize compressive sensing [22,23] to compress and recovery the sparse
parameter matrix computed former step.

Instead of directly compressing the sparse signal x itself, compressive sensing project x with a set of measurement
matrices to obtain a measured value y as , where the length of should be smaller than that of the original
signal x. Signal x can be represented in terms of an orthogonal basis (n refers to the number of basis) as

or , where S is the n × 1 column vector of weighting coefficients . Compressive sensing tries
to explore a group of orthogonal basis, leading the resulting coefficients to have just a few large values and many
small values. In that sense, we could use Ψ, and S to reconstruct the projection of signal as . Meanwhile,
Ψ, and S consumes less storage than the original signal, when measurement matrix and orthogonal basis Ψ
satisfies restricted isometry property (RIP). Note that RIP guarantees the compressive sensing to be inversible by
utilizing an additional restriction on the value of represented as . Considering parameter matrix as a
sparse signal, our goal is to design a reasonable set of measurement matrices and orthogonal basis Ψ for
compression.

The measurement matrices must ensure the salient information in is saved during the compression,
meanwhile it will increase the computation burden by analyzing the contents of . To balance the compression
loss and computation cost, we propose to construct as a combination of independent randomly weighted linear
vectors following the thought of randomness, which has been proved to be efficient in well-known algorithms, such
as random walk, random forest [25] and so on. Inspired by the former work [26], we adopt the distributed random
Gaussian matrix to measure the input parameter matrix . Due to the reason that and I satisfy RIP, we thus
determine identify matrix I as . In other words, we could achieve the following equation for compression

(4)
where is defined as:

(5)

where m refers to times of random sampling, N represents the Gaussian distribution with zero mean and variance.
Once we determine the values of , we could compute the compressed parameter matrix as:
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(6)

During the decompression stage, we aim to recover the parameter matrix based on the compressed parameter

matrix S and measurement matrix as . In fact, there are many possibilities for , due to reason that the

location of large coefficient components contained in the signal is uncertain. Therefore, we rewrite in a
least-square sense,

(7)
This is a convex optimization problem that conveniently reduces to a linear program known as basis pursuit [27].
We try several classical algorithms for signal recovery and determine the approximate message-passing (AMP) [28]
algorithm as the proposed solution for Eq. 6, which is the most fast and accurate algorithm for recovery. Essentially,
AMP is an iterative algorithm achieving desirable reconstruction performance while running dramatically faster.

3.4 Fine-tune the Network and Encoding

In this subsection, we aim to fine-tune the network after compression, in order to compensate for the loss of
precision after compression. We achieve this goal by running a complete round of training as follows:
 We firstly adopt the training set to do a forward propagation with the uncompressed parameters.
 We then calculate the error of the convolution neural network during compression by subtraction between

the results of forward propagation performed in the last step and the labels of the training set.
 Next, the error value is utilized to perform a back-propagation to obtain the gradient value, which help

update the parameters. Assuming that the error value is δ, the gradient corresponding to each parameter of

the convolutional neural network is and the iterative formula to update the parameter matrix N could be

defined as , where is the learning rate. The corresponding gradient after compression

is then rewritten as follows:

(8)

where is the gradient corresponding to the compressed parameter matrix, function is the sampling

function designed for dimensionality reduction, function refers to the DCT transform and function

represents the mask for an input matrix as follows:

(9)

where refers to the input corresponding to value at the ith row and jth column of the matrix M, is the pre-
defined pruning ratio.
 Finally, we iteratively fine-tune the compressed parameter matrix S as follows:

(10)

where is the learning rate and is obtained by former step.

In conclusion, the proposed fine-tune method is designed to minimum the error between the labeling and the results
achieved by the compressed network with back-propagation. After fine-tuning, we utilize the Huffman coding [29]
to encode the fine-tuned compressed parameter matrix into a binary sequence, which will be later saved as a
binary file and used for decompression at running time.
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At running time, the proposed method firstly decodes the saved binary file to obtain the fine-tuned parameter matrix
using Huffman coding. Then, the proposed method recovers the compressed parameter matrix from by AMP

algorithm. Finally, we do inverse DCT transform to convert from frequency domain back to spatial domain.
These three steps could be represented as

(11)

4.0 EXPERIMENTS

To evaluate the proposed method, we consider one typical convolution neural network, YOLO network [6,7], which
contains convolutional layers (COV), batch normalization layers (BN), max-pooling layers (MP), re-organization
layers (RO) and detection layer (DT). By adopting CNN structure for feature extraction and classifier learning,
YOLO system could achieve 76.8 mean Average Precision (mAP) on VOC 2007 dataset, which outperforms most
of object detection methods including Deformable part-based model (DPM) [9] and R-CNN [5]. However, YOLO
system is over 230MB, consisted by 30 layers and 6.74*108 parameters. Running YOLO with the tremendous
number of parameters consumes large storage and computational resources. We thus experiment on YOLO network
to compress its parameters for smaller storage and computational burden.

Since YOLO is designed for object detection, we use VOC2007 [30], VOC 2012 [31] and COCO test-dev2015 [32]
as the benchmark databases to examine the efficiency of YOLO before and after compression. VOC 2007 and 2012
are challenging due to their diversity in object categories and complexity in the layout of images, while COCO is
more challenging due to multiple small object targets and complicated layout. Note we follow the guidance of [33]
to set IOU threshold as 0.5 for comparisons. Besides, to compare results of compression with other deep
compression methods, we use SNR, PSNR, mAP. SNR for a matrix is defined as

(12)
where m and n refer to the size of matrix N and represents mean squared error and is defined as

(13)

Table 1. Compression performance comparison between the proposed method, Deep compression and
HashedNets on YOLO network for the VOC 2007 dataset. Note that the superscripts 1, 2 and 3 correspond to the

proposed method, Deep compression and HashedNets, respectively. Note that mAP is measured with %.

Table 2. Compression performance comparison between the proposed method, Deep compression and
HashedNets on YOLO network for the VOC 2012 dataset.

Table 3. Compression performance comparison between the proposed method, Deep compression and
HashedNets on YOLO network for COCO test-dev2015 dataset.
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where N and represent the input and compressed parameter matrix, respectively. PSNR is defined as

(14)
where function refers to obtain the maximal value in the matrix. When comparing between two methods,
the performance is considered better if SNR, PSNR and mAP for all three datasets are larger values. In fact, SNR
and PSNR are two measurements to judge the loss of information for parameter matrix during compression, while
mAP focuses on the detection performance of YOLO system.

Table. 1, 2 and 3 give the detailed statics of the proposed method, Deep Compression and HashedNets on YOLO
network for the VOC 2007, VOC 2012 and COCO test-dev2015 dataset, measured on a PC with 2.5GHz i7 CPU,
8GB RAM and one 1080Ti GPU. HashedNets and Deep Compression are both novel methods to reduce and limit
the memory overhead of neural networks. To compare with these two methods, we implement their algorithms
according to the instructions given in the published paper. It’s noted that the object detection rate of YOLO as well
as our proposed method could be adjusted with different sets of parameters. For the convenience of comparison on
performance of compressing, we set the object detection rate to 45FPS. Note that the prune ratio in Tables refers to
defined in Eq. 3. It is evident by average value of SNR, PSNR and mAP that the proposed method achieves better

results than Deep Compression [10] and Hashed Nets [19] in terms of three measurements on three datasets. The
comparison advantage of the proposed method is more obvious when the prune ratio is set as 0.6, where the
proposed method gets far better performance than Deep Compression and HashedNets in SNR and PSNR. However,
the corresponding difference of mAP is smaller. This inconsistent performance between SNR, PSNR and mAP is
caused by the fact that the performance of YOLO is affected by many factors including parameters and the relation
between parameters and detection accuracy is non-linear. For different datasets, we can clearly view a mAP, SNR
and PSNR drop when testing on COCO dataset, which proves that COCO is more challenging than VOC 07 and 12
for object detection. It’s noted that our method could slightly decrease the computation cost at 10% when the prune
ratio is set at 60%. By setting prune ratio to 60%, the average running time of an image for testing and training is
0.020s and 0.084s, respectively.

We show the comparison of SNR, PSNR and mAP on VOC2012 between the proposed method, Deep Compression
and HashedNets in Fig. 3, 4 and 5, respectively. The mAP value of our methods drops greatly when the prune ratio
decreases from 0.7 to 0.5. Deep compression drops greater than the proposed method, while HashedNets is stable in
mAP during compression. The unstable performance of the proposed method could be explained by the fact that
mAP would drop fast if the proposed method prunes the low-frequency part of parameter matrix. This would happen
if the prune ratio is set too low to retain the low-frequency part. We could find that our method gets stable
performance in SNR and PSNR when the prune ratio decreases from 0.9 to 0.6. HashedNets gets stable performance
in a smaller range between 0.9 and 0.7, while Deep Compression obtains more stable performance than other two
methods. It drops so slow that it even exceed the proposed method in PSNR when the prune ratio is set to 0.5.



Compressive Sensing based Convolutional Neural Network for Object Detection, p.p XX-XX

Malaysian Journal of Computer Science, Vol. XX(X), 2020

Fig. 3. Comparison of mAP between our method, Deep Compression and HashedNets, which are represented
by label 1, 2 and 3.

Fig. 4. Comparison of SNR between our method, Deep Compression and HashedNets, which are represented
by label 1, 2 and 3.

Fig. 5. Comparison of PSNR between our method, Deep Compression and HashedNets, which are represented
by label 1, 2 and 3.

After compression, we shift YOLO to mobile phones and test its performance by setting prune ratio as 60%. Sample
qualitative results of the shifted YOLO are shown in Fig. 6, where the first and second row represent detection
results of real-life scene images and images in VOC 2012 dataset. From these sample results, we can see the shifted
version of YOLO could detect object accurately and fast, even facing challenges of diversity in object categories and
complexity in the layout of images. We also show several failure cases in Fig. 7, when the prune ratio is settled too
low, i.e., 30%. Due to the low prune ratio, the decompression parameter matrixes are not enough to support assign
correct labels for objects. Therefore, we need set proper ratio value to keep a balance between compression rate and
accuracy of object detection.

Fig. 6. Detection examples of the proposed method on several real-life scene images and images from VOC
2012 dataset, when the prune ratio.
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Fig. 7. Failure detection examples of the proposed method on images from VOC 2012 dataset.

5.0 CONCLUSION

In this paper, we propose a novel method to compress convolutional neural network by frequency pruning and
compressive sensing, result in decreasing the computation and storage cost. After converting parameter matrix of
CNN to frequency domain by DCT, we could achieve a low-frequency dominated matrix due to the inherent smooth
property of parameters when processing images. Then, we prune high-frequency components to make the frequency
matrix sparse. Next, we sample the sparse frequency matrix with distributed random Gaussian matrix. Finally, we
retrain the network to fine-tune the remaining parameters and encode the fine-tuned parameters into binary file by
Huffman Coding. Experiment results on YOLO network, a typical network designed for object detection shows that
the proposed method outperforms two relevant methods. We also show examples of object detection results after
shifting compressed YOLO to mobile phones. Our future work includes the exploration on compressing RNN
network with the proposed method
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