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Abstract—One of the main challenges of visual question
answering (VQA) lies in properly reasoning relations among
visual regions involved in the question. In this paper, we propose
a novel neural network to perform question-guided relational
reasoning in multi-scales for visual question answering, in which
each region of image is enhanced by regional attention.

Specifically, we present regional attention module, which
consists of a soft attention module and a hard attention module, to
select informative regions of the image according to informative
evaluations implemented by question-guided soft attention. Com-
binations of different informative regions are then concatenated
with question embedding in different scales to capture relational
information. Relational reasoning module can extract question-
based relational information among regions, in which multi-scale
mechanism gives it the ability to model scaled relationships with
diversity making it sensitive to numbers. We conduct experiments
to show that our proposed architecture is effective and achieves
a new state-of-the-art on VQA v2.

Index Terms—Visual question learning, Attention, Multi-scale
relational reasoning

I. INTRODUCTION

Visual Question Answering (VQA) is to answer a natural
language question about an image, which has been widely used
in many fields, such as customer service, data management,
robotics and so on. The main difficulty in VQA lies in the
fact that VQA methods are requested to process information
among multiple modes to generate correct answers, since the
VQA task involves distinct types of input, such as visual and
textual information.

Recently, CNN has achieved huge success in image classi-
fication [1] and other visual fields [2], which has also been
introduced into VQA for extracting visual features. However,
such powerful deep learning architecture is a visual features
processor, but may not be well suited for relational reasoning,
for that CNN focuses exclusively on processing local spatial
structure. Differ from the usual tasks of image classification
and detection, VQA task requires to not only extract the
features of objects themselves, but also focuses on effective
information that related to the question, which means that fus-
ing visual and language information that in different modalities
plays an important role in VQA.

Only recognizing informative regions of the image that
related to the question is not enough for answering, we also
need to reason relationships among different regions based

Fig. 1. We not only need to recognize objects, but also have to reason
relationships among them. For example, the second picture in the second
line has trees and a bear, however, the bear is not in the tree.

on the question. As shown in Fig. I, which are examples of
MSCOCO VQA v2 [3], we first need to understand questions
and images respectively to find all the informative areas of
the picture that related to the question. Besides, we also have
to understand relationships among multiple objects based on
the question, for that even if key areas are the same, the
relations required for answering may not the same, such as
the relationships ”standing on” and ”in the tree” in Fig. I.

Thus, there are two main difficulties in VQA: multi-
modalities and relational reasoning. Firstly, different input
forms have different feature spaces, but features in different
forms may represent the same thing. For example, the word
”bear” in the question means the region of bear in the pictures.
And the question determines which parts of the image are
important and which parts are redundant. Therefore, in the
process of feature processing, two kinds of inputs need to
be mapped into the same feature space. Secondly, some
problems involve relationships among objects, which means
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that relationships need to be reasoned under the guidance of
problems. It is also worth noticing that the number of regions
involved in different relationships is different, which means
that we need to analyze relationships in different scales.

The main task of multi-modality [4], [5] is to map feature
spaces of different modalities to the same feature space.
So that the information between different modalities can be
transferred to each other, or they can be processed at the same
time. Zhou et al. [6] proposed ”iBOWIMG” to concatenate
word features from the question and CNN features from the
image to predict the answer. For the sake of better extracting
semantic information, CNN+LSTM architectures [7], [8] are
then proposed. However, such methods simply fused results
of different modalities, which will lead to the remaining of
redundant visual information that irrelevant to the question.

Attention mechanism was introduced into multimodal sys-
tems to solve this problem. Question-guided attention can
effectively reduce redundant information and highlight infor-
mative regions of the image at the same time. Meanwhile,
when analyzing relationships among different regions, the
number of subjects involved in a specific relationship is often
uncertain in advance, so the reasoning of relationships needs to
be considered from multiple different scales, which is ignored
in previous works.

In this work, we present a model with multimodal relational
reasoning in multi-scales, in which regions are enhanced by
regional attention, and achieve state-of-art results. The main
contribution of this work can be summarized as follows:
1. We propose regional attention, which uses soft attention

to evaluate the importance of regions in the image and uses
hard attention to pick up informative regions for further
relational reasoning.
2. We propose multi-scale relational reasoning, which com-

bines the question information with visual information to carry
out relational reasoning in different scales.

II. RELATED WORK

VQA is a challenging task receiving extensive attention
while Malinowski et al. [9] proposed VQA as a visual turing
testing. The main difficulties of VQA lie in multi-modality
and relational reasoning and the previous work also mainly
focused on these two aspects.

A. Attention

Attention mechanisms [10], [11] have been a breakthrough
for multimodal systems, and are commonly used in VQA tasks
to bring question information into visual feature extraction
or processing. Xu et al. [12] proposed a memory network
with spatial attention and use the question to choose relevant
regions for answering. Yang et al. [13] presented a multi-
layer stacked attention network(SAN) to infer the answer
progressively. Such methods are top-down visual attention,
which achieves question-guided attention on every region
in the image. Anderson et al. [14] used bottom-up(Faster
R-CNN based) to detect visual objects and weighted the
detection boxes through question-guided top-down attention,

highlighting key objects in the picture. Lu et al. [15] presented
a co-attention model that joint reasons image and question
attention.

The methods above focused on extracting key regions of the
image according to the question. They model ”where to look”
or ”what words to listen to”, ignoring relationships among
these regions, which are also important in some questions. In
the example mentioned in I, ignoring the relationship between
the bear and the tree will lead to wrong answers.

B. Relational reasoning

Relational reasoning is one of the most important tasks of
visual understanding and the central component of general
artificial intelligence. To answer the question about an image,
relational reasoning is a very important ability. Johnson et al.
[16] proposed a model consists of a program generator that
constructs an explicit representation of the reasoning process,
and an execution engine that executes the resulting program
to produce an answer.

Such an explicit reasoning framework, however, needs
strong prior to train it. Santoro et al. [17] proposed a simple
neural network module that reasons over all the possible
pairs of objects in the picture and proved the efficiency of
implicitly visual reasoning without strong prior. Perez et al.
[18] introduced a general-purpose conditioning method called
FiLM: Feature-wise Linear Modulation, which influences neu-
ral network computation via a transformation based on the
question. Hudson et al. [19] proposed a model that approaches
problems by decomposing them into a series of attention-based
reasoning steps, each performed by a novel Memory, Attention
and Composition(MAC). However, such methods didn’t take
the scales of relational reasoning into consideration and didn’t
pay enough attention to important regions of the image.

Inspired by these previous works, we propose question-
guided regional attention to evaluate the importance of regions,
which only let informative regions passing through for local
relational reasoning. Meanwhile, we design a novel multi-
modal relational reasoning module built without strong priors
for regions. It is composed of global relational reasoning and
local relational reasoning, one for processing global relational
reasoning and the other for local relational reasoning. Global
relational reasoning uses all the regions detected from the
image, while local relational reasoning only uses few of them
but in different scales.

III. PROPOSED MODEL

This section presents details of objects’ relational reasoning
model enhanced by multimodal fusion, which is based on
informative estimation and relational reasoning. The network
design of the proposed mothod, as is shown in Fig. 2, consists
of four modules: (a) feature extraction, (b) regional attention,
(c) objects relation reasoning, (d) multimodal fusion. For the
sake of transparency, we describe the model with the specific
structure and hyperparameters values of best performance.
In section IV-B we will discuss the influence of structure
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Fig. 2. Overview of our proposed model for the example question-answering pair: ”Is the zebra in the sun? Yes.”. Although we call the last phrase ”Multimodal
Fusion”, the fusion of information in different modalities actually runs through three phrases: regional attention, Relational Reasoning and Multimodal Fusion.
The process of Regional Attention and Local relational reasoning are illustrated in Fig. 3 and Fig. 5

Fig. 3. The process of Regional Attention, which consists of soft attention
and hard attention. The result of soft attention is obtained form the inference
of the picture in Fig. 2 and its corresponding question, while Region 7 has
the biggest informative evaluation as 0.71007.

and hyperparameters on performance and demonstrate the
efficiency of our model.

A. Feature extraction

The input of VQA generally consists of two parts: an image
and a text question, having essentially different forms. For the
image, it is passed through a Resnet CNN within a Faster R-
CNN framework, called bottom-up attention [14], to generate
vector representations of K×2048, and K is a hyperparameter
representing the number of regions extracted from an image.
Each region of the image is encoded into a 2048-dimensional
vector. All features here are pretrained and provided by [14].

We take the vector of a specific region as vi and the stacking
of vectors as v.

The questions are trimmed to a maximum of 14 words for
computational efficiency with the extra words discarded. Each
word is turned into 300−dimension vectors and initialized
with pretrained GloV e word embeddings [20]. The sequence
of word embeddings is then passed through a Recurrent Gated
Unit [21]. We take the final state after processing the word
embeddings as q.

B. Regional attention

The regional attention is mainly composed of two parts, one
is the informative evaluation implemented by soft attention,
while the other is hard attention for picking up informative
regions. Informative evaluation (similar to top-down attention
in [14]) is based on textual information and visual features.
For K areas of the image, each area will have a normalized
informative weight, and corresponding area features will be
multiplied by the weight. Meanwhile, there are two parallel
and different ways to utilize evaluation results. Firstly, the fea-
tures of all locations will be fused to find overall relationship
information of all regions. Secondly, informative areas, which
can pass through the regional attention, will be taken as impor-
tant areas of the image for local relationship information. The
process of extracting global and local relationship information
will be detailed in Section III-C.

To extract key information among different regions, we
utilize soft attention to model information contained in the
region that related to the question, which can be further used
to not only to reduce redundant information of regions, but
also evaluate the importance of regions for the corresponding
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Fig. 4. An example of local relational reasoning module for an image and the corresponding question ”Is the zebra in the sun?” in specific scale of 3 with
M different combinations. The picture is passed through the feature extraction module and regional attention, generating T informative regions. The num of
informative regions ”T” here is 10. The different combinations are chosen randomly from all the combinations of informative regions and results of each
combination are added up as the relational reasoning result in scale of 3. The results of different scales will be sumed up as local relational reasoning result.

Fig. 5. The process of local multimodal relational reasoning, which has
different scales. After passing through the regional attention, 36 regions
of the image only left T , which we called informative regions. The local
relationships will be reasoned in different scales, and each scale has different
combinations of regions. The process in a specific scale can be seen in Fig.
4

question. In other words, soft attention scheme offers an
intuitive descriptor on the relevance between the question
and each region. Hard attention scheme picks up informative
regions according to the result of the informative evaluation
to pursue high similarity between the image and the question,
which implicitly builds an alignment between them.

The input of informative evaluation is question-oriented. For

each region i = 1...K of the image, it is concatenated with the
question embedding and sent into the informative evaluation.
The informative evaluation passes the input through a nonlin-
ear layer and then a linear layer to generate informative evalua-
tions of each location. The values of evaluation are normalized
through softmax to generate the final informative weight. The
process of informative evaluation could be represented as

ỹi = Relu(Wvi + b) (1)

g = Relu(W
′
q + b

′
) (2)

yi = ỹi ◦ g (3)

Impi =Wiyi (4)

α = softmax(Imp) (5)

v̂ = αv (6)

where vi, qare regional features and question embedding
respectively, and ◦ is Hadamard product.

All the region features are weighted by the normalized
informative values. Then features of all areas will be passed
through the hard attention, which only lets the top T areas with
high informative values passing. These areas will be utilized
for local relational reasoning in different scales. The process
of hard attention can be represented as

αidx = argmax[T ](α) (7)

βi =

{
0, αi not in αidx,
1, αi in αidx.

(8)
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v̂imp = βv̂ (9)

where argmax[T ](α) means the T biggest informative evalu-
ations of α, and only the top T regions will be passed through
for local relational reasoning, while the others are discarded
directly.

C. Multi-scale relational reasoning

The design philosophy of relational reasoning, as is also
illustrated in the works of Santoro et al. [17] and Zhou et al.
[22], is to constrain the functional form of the neural network.
For example, the functional form relational reasoning in the
scale of 2 can be represented as

f2(O) = hφ(
∑
i,j

gθ(oi, oj)) (10)

where the input is a set of ”objects” o1, o2, ..., oK , and
r1, r2, ..., rsk means the combinations of objects in scale of
sk.

The capacity of relational reasoning is built-in to such
functional form, for that such architecture takes mutiple ob-
jects into consideration, and the connection between different
objects creates a relationship. Meanwhile, this form has to take
different combinations into consideration, which implies that
such form is not privy to the actual meaning of any particular
relation, for that the relationships between different objects are
different.

The multi-scale relation reasoning forces the model to
consider their relations from different scales, which implicitly
improves the model’s ability to reason the relations between
various objects, especially quantity related problems.

In our work, relational reasoning module consists of two
parallel parts, one is used to extract global information, and
the other is used to extract local relationships among important
regions picked by hard attention. The final results of these two
parts will be added, and the overall process can be represented
as

V = flocal(v̂imp, q) + fglobal(v̂) (11)

where v̂imp is features of top T regions, and v̂ is features
of all regions. Both of them are weighted by the normalized
informative values.

For global information, our model takes all regional features
as sum, and then the sum is passed through a non-linear layer.
The whole process is as follows.

fglobal(v̂) = Relu(W (

K∑
i=0

αvi) + b) (12)

Local relational reasoning, as is shown in Fig. 5, is much
more complicated than global relation reasoning. The scale of
regions for relational reasoning required in different textual
contexts is different. Some questions involve location infor-
mation between multiple objects, while others may only be
related to a small number of areas. Therefore, the relationship
extraction of local features has many different scales. Besides,

it is unnecessary to utilize all possible combinations of the T
regions for relation reasoning which needs huge computing
overhead. Therefore, for each scale, our method only samples
different M combinations from all combinations to perform
local relationship inference.

The number of scales is a hyperparameter, and the model
with S scales can be represented as

flocal(v̂imp, q) = R1(v̂imp, q) +R2(v̂imp, q)...+RS(v̂imp, q)
(13)

where Ri represents the relational reasoning of specific scale
and 1, 2...S is just the number of scales instead of the number
of regions for relation reasoning. The choices of the number
of regions can be different even if the number scales is same.
For example, [10, 7, 5, 3] vers [10, 5, 3, 2]. They both have four
scales, but their scales are different.

The relationship reasoning for each different scale is
question-oriented, and the question embedding will concat into
each relationship. Therefore, the relational reasoning of scale
i actually consists of i+1 vectors. In addition, each relational
inference of scale i randomly samples several combinations
of i regions, and then performs relational reasoning with
question embedding. The results of different combinations will
be added. The process can be represented as

Ri(v̂imp, q) = r(C1, q) + r(C2, q)...+ r(CM , q) (14)

where Ci is different combinations of the T vectors for the
specific scale of Ri, and q is the question embedding. M is a
hyperparameter that decides the number of combinations that
sampled from vectors. r(Ci, q) is a nonlinear layer following
with a linear layer to extract relationships of regions in the
combination, and q is concatenated with Ci, the process can
be presentated as

r(Ci, q) =W ′(Relu(W ([Ci, q]) + b)) + b′ (15)

D. Multimodal fusion

Multimodal fusion, as is shown in Fig. 2, has three phrases.
Firstly, the informative evaluation is question-guided. Different
questions for the same image will generate different infor-
mative estimation, thus resulting in different regions passing
through hard attention. Secondly, for local relational reasoning,
each combination will concat with question embedding. The
same combination of regions will have various relations under
different questions. Last but not least, the results of relational
reasoning and question embedding will be combined with
Hadamard product. The combining process can be represented
as

F = V ◦Q (16)

where V is the sum of global and local relations and Q is
the result of question embedding passing through a nonlinear
layer. ◦ is Hadamard product. After combination, the result
will pass through a nonlinear layer following with a linear
layer as illustrated before.
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TABLE I
DIFFERENT MODELS COMPARISON ON VALIDATION SPLIT OF VQA V2. RESULTS OF THE ABLATIVE EXPERIMENTS EVALUATED ON THE VQA V2

VALIDATION SET. EVERY ROW PRESENTS THE RESULTS OF THREE EXPERIMENTS WITH DIFFERENT RANDOM SEEDS, WHICH CHANGES ONLY ONE
VARIABLE COMPARING TO THE PROPOSED MODEL AND THE FIRST ROW IS OUR PROPOSED MODEL. EACH BLOCK IS EXPERIMENTS FOR DIFFERENT

VALUES OF THE SAME PARAMETERS.

VQA v2 validation
All Yes/no Numbers Other

Proposed model 64.07 ± 0.04 82.01 44.9 55.57
Without hard attention and local relational reasoning 63.15 ± 0.08 80.07 42.87 55.81
Hard attention
Randomly select regions(1 combinations) 63.46 ± 0.05 81.43 42.35 55.42
Randomly select regions(2 combinations) 63.55 ± 0.03 81.43 43.13 55.32
Randomly select regions(3 combinations) 63.60 ± 0.09 81.34 43.29 55.48
Randomly select regions(4 combinations) 63.62 ± 0.02 81.37 43.61 55.42
Randomly select regions(5 combinations) 63.67 ± 0.05 81.61 42.9 55.56
Elasticity of Hard Attention
5 regions (With scales of [5, 4, 3, 2] ) 63.96 ± 0.07 81.67 44.59 55.66
7 regions (With scales of [7, 5, 4, 3, 2]) 63.97 ± 0.02 81.92 44.72 55.41
15 regions (With scales of [15, 7, 5, 3, 2]) 64.05 ± 0.04 82.03 44.73 55.48
20 regions (With scales of [20, 7, 5, 3, 2]) 64.03 ± 0.02 82.13 44.68 55.41
Multimodal fusion
Without question embedding in relational reasoning 63.92 ± 0.08 81.96 44.48 55.6
Local relational reasoning scales
With scales of [10, 9, 8, 7, 6] 63.92 ± 0.03 82.22 44.3 55.25
With scales of [10, 5, 4, 3, 2] 63.99 ± 0.02 81.92 44.66 55.45
With scales of [10, 7, 4] 63.98 ± 0.09 81.64 44.18 55.69
With scales of [10, 7, 5, 3] 63.93 ± 0.13 82.03 44.65 55.39
Local relational reasoning with M combinations
With 1 combination 63.98 ± 0.05 81.51 45.19 55.65
With 2 combinations 63.99 ± 0.08 82.11 44.99 55.43
With 4 combinations 64.05 ± 0.06 82.16 44.65 55.67
With 5 combinations 64.08 ± 0.07 82.08 44.57 55.54

IV. EXPERIMENTS

We conducted multiple sets of experiments with different
model structures and parameters to evaluate the impact of
different structures for performance and the sensitivity of the
model to the parameters. All results are shown in Table III-C.

A. Experimental setup

In this section, we present some experiments with alter-
native architecture and hyperparameters to compare with the
proposed model and demonstrate effective and efficient of it.
And then compare our model with other competing methods.
Each experiment is the result of a single model trained
independently. All models are trained on the MSCOCO VQA
v2 training set.

For ablative experiments, each choice is trained three times
with different random seeds. The results are reported on
MSCOCO VQA v2 validation set at the best epoch and the
performance is metriced by the standard VQA accuracy. The
first row is our proposed model. In the feature extraction stage,
Teney et al. [23]’s work indicates that fixed K = 36 will lead
to better performance, and they demonstrate the effectiveness
of bottom-up feature extraction for images. Thus we use
bottom-up and corresponding parameters as feature extraction.
At the same time, we do experiments on our innovative
module: regional attention, relational reasoning, the elasticity
of hard attention, the scales of local relational reasoning, and
the sampling of each scale. Our proposed model samples three
combinations for each scale of [10, 7, 5, 3, 2] and let 10 regions

TABLE II
THE COMPARISON BETWEEN STRATEGIES OF RANDAMLY SELECTING

REGIONS AND HARD ATTENTION.

Number of Combinations Hard Attention Randomly select
With 1 combination 63.98±0.05 63.46±0.05
With 2 combinations 63.99±0.08 63.55±0.03
With 3 combinations 64.07±0.04 63.60±0.09
With 4 combinations 64.05±0.06 63.62±0.02
With 5 combinations 64.08±0.07 63.67±0.05

pass through hard attention according to the question-guided
informative evaluation.

When comparing with other competing methods, we report
the results of MSCOCO VQA v2 test-dev and MSCOCO VQA
v2 test-standard, which are returned from the official VQA
challenge 2020.

B. Ablative experiments

1) Regional Attention: The ultimate goal of regional atten-
tion is to evaluate the importance of regions and extract T
important regions from K regions. We mainly do experiments
on hard attention for that the effectiveness of soft attention has
been improved by [14]. To control variables, we still evaluate
the informative of regions, and features of regions also have
been weighted by the informative evaluation.

Hard Attention. The contrast experiment selects regions
randomly to pass through hard attention instead of referring
to the informative evaluations. As can be seen in Table III-C,
the strategy of randomly selecting regions makes the perfor-
mance of the model decline sharply. As is shown in Table
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TABLE III
PERFORMANCE COMPARISON BETWEEN THE PROPOSED METHOD AND THE EXISTING METHODS ON VQA V2 DATASET. RESULTS OF THE

PROPOSED METHOD ALONG WITH OTHER PUBLISHED RESULTS ON VQA V2 test-dev AND test-standard SPLITS IN SIMILIAR CONDITIONS (I.E., A
SINGLE MODEL; TRAINED WITHOUT EXTERNAL DATASET). *: TRAINED WITH EXTERNAL DATASETS.

VQA v2 test-dev VQA v2 test-std
Method All Yes/no Numbers Other All Yes/no Numbers Other
VQA team-Prior [3] - - - - 25.98 61.20 00.36 01.07
VQA team-Language only [3] - - - - 44.26 67.01 31.55 27.37
VQA team-LSTM+CNN [3] - - - - 54.22 73.46 35.18 41.83
MF-SIG+VG [11] 64.73 81.29 42.99 55.55 - - - -
Adelaide Model* [23] 62.07 79.20 39.46 52.62 62.27 79.32 39.77 52.59
Adelaide Model+detector*(Bottom-up) [23] 65.32 81.82 44.21 57.10 65.67 82.2 43.9 56.26
RUbi [24] 64.75 - - - - - - -
Ours 65.72 82.53 45.02 56.08 65.91 82.83 44.52 56.09

IV-A, with the increase of combinations, the performances
of both randomly selecting and regional attention are better,
however, the model enhanced by hard attention with only one
combination sample outperforms randomly select strategy with
5 combinations. Too much redundant information hinders the
reasoning of local relationships, which makes the performance
of the model significantly reduced.

Elasticity of Hard Attention. The hard attention needs to
determine the number of regions to be passed through, called
the elasticity of the regional attention. We have experimented
with different numbers of 5, 7, 10, 15, 20 and our proposal
model is 10. According to the results, when there are only
a few areas passing through the hard attention, the model
can not capture enough information for reasoning, which
will have a bad impact on the performance of the model.
When the number of informative regions is more than 10,
more information does not bring significant changes in model
performance, but it will lead to the increasing of computing
overhead.

2) Multimodal fusion: The multimodal fusion here mainly
refers to the fusion in the local relational reasoning phrase,
which combines the question embedding and the regional
features to infer the relationship between regions. The contrast
experiment makes inference only with regional features, ignor-
ing the question context. The result shows that the question
information plays an important role in relational reasoning.

3) Local relational reasoning: Local relation reasoning
mainly includes two hyperparameters: scales of local relational
reasoning and the number of regional combinations for each
scale.

Local relational reasoning scales. Scale refers to how
many areas are taken as a basis for relationship analysis. More
areas can better extract global relationships, but it will weaken
local strong relationships, while fewer areas can pay more
attention to local relationship information. For example, the
positional relationships between two objects. In experiments,
we compared multiple different strategies with the proposed
model. Namely, scales that favor more regions, scales that
favors fewer regions, and scales that varied but fewer. We can
see that no matter which kind of strategy, results are not as
good as the proposed method. This may be due to the diversity
of the questions themselves. Biased strategies of scales or

too few scales can not meet the variable needs of different
problems, where the relationships need to be extracted in the
question have different scales.

M combinations. For each scale, simply inferring all
possible combinations of important regions will bring huge
computing overhead. Therefore, we have experimented with
different sampling numbers: 1, 2, 3, 4, 5. The result shows that
the sampling number can bring better performance, but the
effect is very small, and it will increase computing overhead,
So we choose 3 as the final number of samples.

C. Comparison with existing methods

We compare the performance of our proposed model with
state-of-the-art methods. To prevent overfitting, the VQA chal-
lenge 2020 uses two different test sets to test the model: test-
dev and test-standard. We display the results of both test sets in
Table IV-A. For fairness, all the scores correspond to models
trained on VQA v2 train + val split and tested on VQA v2
test-dev and test-standard. Our model surpasses all the models
in questions of ”Yes/no” and ”Numbers”, which emphasizes
more on reasoning the relationships of regions in the images
instead of the form of output. Interestingly, the result of
questions of ”Numbers”, which requires a strong ability of
counting, shows that the relational reasoning of informative
regions in multi scales gives the model such ability.

Our model has achieved success in extracting informative
regions and reasoning regional relations related to the corre-
sponding question, but it is also valuable to keep an eye on
the failure cases. Our model doesn’t surpass other models in
questions of ”Others”, mainly because the answers to such
questions are diverse, and the type and the range of them are
determined by the question. But we pay more attention to
visual features when modeling, and the semantic information
of questions is mostly used to extract visual information. We
hope that our work and such critical outlook will eoncourage
more breakthroughs in the future.

V. CONCLUSION

In this paper, we proposed regional attention and multi-
scales relation reasoning for Visual Question Answering, one
for extracting important regions according to the question and
the other for reasoning the relationships among them.
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We exhibited various ablation studies, demonstrating the
efficiency of regional attention and the robustness of joint Mul-
timodal relation reasoning. We validate our approach on VQA
v2 and attribute the success of our model to regional attention
and multimodal relational reasoning. Our final network is very
competitive and outerforms state-of-the-art results on VQA v2.
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