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Abstract—Flood is a common disaster in our daily life. It’s of
great significance to improve the accuracy of flood forecasting,
in order to help get rid of loss in both lives and property.
However, there exists a uneven distribution of samples in factors
of flood forecasting. Therefore, it’s difficult to train a single data-
driven model to describe the entire complex process of flood
generation. In this paper, we propose a novel SMOTEBoost
algorithm to perform flood forecasting with both high accuracy
and robustness. Specifically, we firstly adopt a SMOTE algorithm
to generate virtual samples, which greatly alleviates the problem
of uneven sample distribution. Afterwards, we propose a sparse
Bayesian model, which is trained with AdaBoost training strategy
by improving its performance in over-fitting. At last, we carry out
experiments on flood foretasting in Changhua river, which shows
that the proposed method achieves high accuracy in prediction,
thus owing practical usage.

Index Terms—Flood forecasting, SMOTE, Adaboost, Sparse
Bayes Model

I. INTRODUCTION

Flood is one of the most distributed natural disasters.
To improve the ability of emergency response, post-disaster
reconstruction, it’s very important to improve the accuracy
and robustness of flood forecasting. With the establishment of
intelligent hydrological monitoring stations, more and more
hydrological data (rainfall, runoff, soil moisture, evaporation,
etc.) are acquired and stored in the database. Mining the
patterns contained in historical hydrological data with data
mining methods improves the accuracy of prediction and
achieve early warning.

As a regression task, flood forecasting is of great signif-
icance and difficulty. From the perspective of data analysis
and research, the challenges facing researchers are mainly
reflected in the following aspects: i) the number of positive
and negative samples is unbalanced. Although the total number
of flood samples is large, the number of samples in a single
area is small, and it will be difficult to directly explore the
regularity if not pre-processed. ii) The dominant factors of
flood (precipitation) are clear, but it is difficult to collect all
the induced factors (such as soil water content, topography,
vegetation type and coverage), and the accuracy of the final
forecast results is affected.

In this paper, SMOTE method [1] is used to generate
virtual samples, and Sparse Bayesian flood forecasting model

is trained by AdaBoost strategy. In order to cope with the im-
balance between positive and negative samples of data samples
(especially in regression problems), many researchers adopt
resampling method. By selecting more small samples and
fewer large samples, the proportion of positive and negative
samples in training sample set tends to be balanced. Moniz
et.al. [2] proposed a SMOTEBoost method to improve the
prediction of extreme values. Wang et.al. [3] utilized SMOTE
method and proposed a novel ensemble method for imbalanced
data learning.

After optimizing the data by SMOTE method, this study
uses AdaBoost strategy to train multiple Bayesian models
to obtain the integrated model. AdaBoost algorithm [4] is
a typical learning startegy based on resampling technology.
By dynamically changing sample weight and model weight,
the trained weak prediction models are combined into strong
prediction models to improve classification accuracy. Liu et.al.
[5] compare four AdaBoost method ,which helps to understand
and use AdaBoost. Wen et.al. [6] use AdaBoost algorithm for
vehicle classification, which indeed gain a good results.

The original Byesian model assumes that the sample obeys
the probability distribution, and calculates the weight of the
approximation function through the maximum likelihood cri-
terion from the probability point of view, so as to realize the
regression analysis. Sparse Bayesian [7] model adds a prob-
ability distribution constraint to the weight value of iteration
training model in order to avoid over-fitting , which leads to
the sparseness of the model parameters to some extent. Zhang
et.al [8] design a sparse Bayesian model for classification, and
the results proof the advantages of sparse Bayes.

Details of the above methods is given in Methodology,
and the whole building process of model will also be intro-
duced in methodology. Experiment part introduces the basic
information of experiment basin and data while experiment
evaluation criteria and results are also given in this part.
Finally, conclusion part combs and analyses the whole research
process, and puts forward the prospect of future research.

II. RELATED WORK

The existing methods related to our work can be categorized
into the following three types: SMOTE related method, Ad-
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aBoost related algorithm and sparse Beysian model. We thus
introduce them one by one in this section.

SMOTE method is good at tackling imbalanced data prob-
lems, such classification and prediction. With development of
IoT technologies [9], [10], the imbalanced data problem has
become more challenging. Maldonado et.al. [11] proposed a
SMOTE based method to deal with high-dimensional binary
data while a novel distance metric is also proposed for the
computation of the neighborhood for each minority sam-
ple. THE proposal was compared with various oversampling
techniques on low- and high-dimensional datasets with the
presence of class-imbalance, including a case study on Nat-
ural Language Processing (NLP). Maria et.al. [12] proposed
SMOTE-BD method, which is based on SMOTE and is used to
takle imbalanced classification in big data. The fully scalable
preprocessing approach for imbalanced classification in Big
Data is based on one of the most widespread preprocessing
solutions for imbalanced classification, namely the SMOTE
algorithm, which creates new synthetic instances according to
the neighborhood of each example of the minority class. The
novel development is made to be independent of the number of
partitions or processes created to achieve a higher degree of
efficiency. Experiments conducted on different standard and
Big Data datasets show the good quality of the proposed
design and implementation.

Most recently, Weng et.al. [13] utilized SMOTE method
and random forests to improve the accuracy of student weari-
ness prediction in education. Mohasseb et.al. [14] used a
hierarchical SMOTE algorithm for balancing different types
of questions. The proposed framework is grammar-based,
which involves using the grammatical pattern for each ques-
tion and using machine learning algorithms to classify them.
Experimental results implied that the proposed framework
demonstrates a good level of accuracy in identifying different
question types and handling class imbalance.

AdaBoost algorithm is a efficient learning strategy for pre-
diction especially in a big data environment [15]. It can make
full use of the advantages of weak predictors while not be
prone to overfitting. Chen et.al [16] proposed a novel model to
classify five distinct groups of vehicle images from actual life
based on AdaBoost algorithm and deep convolutional neural
networks (CNNs). The experimental results demonstrated that
the proposed model attains the highest classification accuracy
of 99.50% on the test data set, while it takes only 28 ms
to identify a vehicle image. This performance significantly
outperforms the traditional algorithms. Wu et.al [17] pro-
posed a video based fire smoke detection model using robust
AdaBoost algorithm. Extensive experiments on well known
challenging datasets and application for fire smoke detection
demonstrate that the proposed fire smoke detector leads to
a satisfactory performance. Sun et.al. [18] employ AdaBoost-
LSTM ensembled learning for financial time series forecasting,
and the results showed the good performance of the model.
Mao et.al [19] made an Adaboost based model to generate
super-resolution face image, which gained a good performance
in experiment.

Sparse Beysian model has been successfully applied in
many domains and have achieved desirable classification and
prediction results. Mishra et.al. [20] used sparse Beysian
model to fulfill target imaging and parameter estimation
for monostatic MIMO radar systems, and Simulation results
demonstrate enhanced imaging and estimation accuracy of
the proposed sparse Beysian learning schemes in comparison
with the existing techniques for MIMO radar systems. Qiao
et.al. [21] studied the sparse Bayesian learning (SBL) frame-
work for channel estimation in underwater acoustic orthogo-
nal frequency-division multiplexing (OFDM) communication
systems, which provides a desirable property of preventing
structural error with fewer convergence errors for sparse signal
reconstruction compared with the compress sensing-based
methods. Dai et.al [22] from the perspective of sparse Bayesian
learning provided a Bayes-optimal algorithm for robust DOA
estimation, which can achieve excellent performance in terms
of resolution and accuracy. Zheng et.al. [23] proposed an
improvement of Bayesian Classifier with the sparse regres-
sion technology, which is the first attempt to extend sparse
regression for directly process of categorical variables. And
that method was implemented for the case of weighted naive
Bayes classifier. Chen et.al. [24] proposed 2D DOA estimation
algorithm based on sparse Bayesian ,which was used on a two-
parallel nested arrays, which consist of two subarrays with
sensors, and can estimate the two-dimensional direction of
arrival (DOA) of signal sources.

III. METHODOLOGY

This section firstly introduces details of SMOTE, AdaBoost
and Sparse Byesian respectively, then the framework and
principle of whole model.

A. SMOTE Algorithm

For the regression problem of unbalanced data, many people
choose resampling to deal with unbalanced data, that is, to
select more small samples and fewer large samples. By this
way, the number of positive and negative samples in training
samples tends to be balanced. In fact, in addition to changing
the sample distribution by re-sampling, another idea is to gen-
erate a small number of samples through a certain algorithm,
called virtual samples, to increase the number of minority
samples to approximate the sample equilibrium. The classical
algorithm for increasing minority class samples is Synthetic
Minority Over-sampling Technique(SMOTE) method, which
synthesizes new sample data on the basis of original training
samples through certain algorithm steps. SMOTE method
generates synthetic samples in the feature space rather than
in the data space of samples. For minority class samples, K-
nearest neighbor method is used to select k-nearest neighbor
samples, and then the k-nearest neighbor samples are used to
generate virtual samples. It’s noted that we usually set k as 5
in experiments.

Based on above discussion, we thus propose a specially
designed SMOTE for flood prediction task, steps of which are
shown in Algorithm. 1. Let’s suppose the sampling training set
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Algorithm 1 Steps for the proposed SMOTE algorithm.
Step1. Set number of minority class samples as n and the
clustering number for K-nearest-neighbor algorithm as k.
Step2. Take one sample S[i] and search in minority class
samples set S for k nearest neighbors according to Euclidean
distance, then save index of them into N .
Step3. To generate feature for each sample, we first pick one
sample from k nearest neighbors randomly and then calculate
difference value diff between its real value S[i] and its
neighbor mean value S[N [α], j]. It’s noted that we take the
index of k nearest neighbors as α.

diff = S[N [α]], j]− S[i, j] (1)

Step4. We first generate gap, a random number between 0 and
1 and then generate a synthetic sample (represented in a array
Sy) for each feature based on diff and gap.

Sy[ni, j] = s[i, j] + gap ∗ diff (2)

Step5. We construct the synthetic set M based on output of
Sy.

as so = {xi, ti}Ni=1, xi ∈ Rd, ti ∈ R1. Specifically, we only
consider minority class samples, whose statistical flow data
is higher than 400m3/s (alert flow). Afterwards, we could
achieve a minority class samples set s, where n denotes the
feature dimension of the sample. We define array operation
S[, ], which shows that set S can be constructed as an original
minority sample array for storing. Furthermore, ni represents
the number of records in the synthetic class. Meanwhile, Sy[, ]
indicates array operation on synthetic array Sy, which stores
synthetic class samples.

B. AdaBoost Algorithm

Boosting algorithm [25] is a typical integration method
based on resampling technology. Boosting algorithm has
formed its own theoretical system and is widely used in
the field of data mining to deal with unbalanced samples
or integration models. It is the focus of integrated learn-
ing researchers. Some use resampling method to change
the distribution of samples, and train multiple models with
the original data with multiple sample distributions through
multiple sampling. Samples with inaccurate prediction from
the previous prediction model are taken as training samples
for the next prediction model. In this way, we can take into
account almost all sample distributions, and multiple models
can depict multiple data with different distribution patterns.

Generally speaking, the prediction of small samples is poor.
Therefore, this will realize the situation of ”over-sampling mi-
nority class samples, under-sampling majority class samples”.
Finally, through certain strategies, the trained weak prediction
models are combined into strong prediction models. Boosting
algorithm was originally proposed to improve the accuracy
of classification. This section applies it to flood forecasting.
Samples near flood peaks can be learned many times through

multiple sampling, which can effectively improve the accuracy
of flood forecasting near flood peaks.

Algorithm 2 The proposed Adaboost algorithm to improve
flood prediction performance.
Input: {xi, ti}Ni=1 and sample weight W0(i) which are initial-
ized with value 1/N .
Output: Extract S samples from training set and then train a
weak predictor ht(x).
Step1. Calculate the average error εt for the t-th predictor
with

εt =
1

N

√√√√ N∑
i=1

(yi − ti)2 (3)

Then, calculate the corresponding error value εt,i for each
sample with following formulas:

εt,i =
√
(yi − ti)2 (4)

Step2. Adjust weights for each sample and predictor. After
that, perform retraining and verifying operation on the result-
ing model. Afterwards, we can achieve updated average error
value βt and sample corresponding error value βt,i with the
following equations:

βt =
εt

1− εt
(5)

βt,i =
εt,i

1− εt,i
(6)

where Zt is normalization coefficient.
With updated βt and βt,i, we compute Wt and Dt with

the following equations:

Wt(i) =
Wt−1(i)βt,i

−εt,i

Zt
(7)

Dt =
1

2
ln(

1

βt
) (8)

Step3. Combine t weak predictors to construct the final and
strong predictor with the following equation:

H(x) =
T∑

i=1

Dtht(x) (9)

Based on above discussion, we thus design an adaboost
algorithm for the goal of improvement of flood prediction
performance in Algorithm. 2. It’s noted that samples set is
defined as {xi, ti}Ni=1, xi ∈ Rd, ti ∈ R1, where Wt(i) denotes
the weight of xi in t-th iteration, S represents sampling
capacity, Dt is the weight of t-th predictor.

C. Sparse Bayes Model

Suppose the training sample set is {xi, ti}Ni=1, xi ∈ Rd, ti ∈
R1, where ti is the target value, xi is the input sample, and d is
the dimension of the sample. According to the characteristics
of the probability distribution of the sample, it is assumed that
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the target value ti is obtained with the noise data εi, and the
objective function is defined as follows:

ti = y(xi, ω) + εi (10)

where εi ∼ N(0, σ2). The task is finding the approximation
function ŷ.

Meanwhile, with the assumption that training samples con-
form to same distribution and are independent,the likelihood
function is defined as follows:

p(t | ω, σ2) = (2πσ2)−N/2exp{− 1

2σ2
‖ t− Φω ‖2} (11)

where t = (t1, t2, · · · , tN )T , ω = (ω1, ω2, · · · , ωN )T ,
Φ ∈ RN×(N+1), Φ = [φ(x1), φ(x2), · · · , φ(xN )]T , φ(xi) =
[1,K(xi, x1), · · · ,K(xi, xN )]T . K(xi, xN ) is a certain kernel
function. With the increase of parameters, most regression
models are prone to over-fit.

In order to tackle that problem, sparse byesian method adds
a constraint to the weight satisfies the conditional probability
distribution, assuming that the parameter ω obeys a Gaussian
distribution with a mean of 0 as shown in the following
formula

p(ω | α) =
N∏
i=1

N(ωi | 0, α−1
i ) =

N∏
i=1

√
αi√
2
e

−αiω
2
i

2 (12)

where α = {α1, α2, · · · , αN} is a hyperparameter that deter-
mines the prior distribution of the weight ω, which is the main
cause of sparse model.

D. Total Pipeline for flood prediction

The above three subsections introduce the basic principles
of SMOTE, AdaBoost and Sparse Beyes respectively. In this
subsection, we will show the pipeline of how the whole model
is built in Algorithm. 3.

IV. EXPERIMENT

In this paper, we take Changhua River as the study object,
which is in the upper reaches of Fenshui River ,Zhejiang
Province. The basin is high in the northwest and low in the
southeast. It belongs to the hilly area of Western Zhejiang
Province and has the characteristics of typical small and
medium-sized basin. The total area of the basin is 3444km2,
and the main stream is 1624km in length, with a total drop of
965m. The tropical seasonal climatic conditions in the basin
determine that the precipitation is concentrated in summer and
less in winter. May to July each year is rainy season (Meiyu
Season in Chinese) in which rainfall intensity is high and lasts
for a long time.

There are 6 rainfall stations upstream and midstream to
provide rainfall information, namely Daoshiwu, Taohuacun,
Longmensi, Shuangshi, Lingxia, Yulingguan. The downstream
Changhua Station is a hydrological station which can pro-
vide rainfall and flow information. Changhua River is an
important tributary of Qingshandian Reservoir. Rainfall in the
area converge to Changhua River and flow into Qingshandian
Reservoir. Therefore, it is of great significance for flood

Algorithm 3 The process to construct the proposed model for
flood prediction.
Step1. For original sample set O. Count the number of
minority samples in O, save them in the sample set S, and
save the synthesized minority samples to U , assuming that T
sample are synthesized.
Step2. Determine the number of samples synthesized for each
minority sample. In order to achieve as much as possible
equalization, our idea is to synthesize fewer samples in dense
regions and more samples in sparse regions. That is, the
sample near the flood peak generates more samples, calculates
the weight of each sample, and multiplies the weight by the
total number of synthesized samples to obtain the virtual
sample number.

Ti = [T × ωi] = [T × ti∑M
i=1 ti

] (13)

where [·] denotes a rounding function that chose the closest
integer,M is the number of minority samples, Ti is the number
of synthetic samples from ti.
Step3. For each minority sample xi ∈ S, find the k-nearst
samples xi1, xi2, · · · , xik according to Euclidean distance.
Step4. Calculate the mean and variance of the features of each
dimension of k neighbor samples.

μl =
1

k
(xl

i1 + · · ·+ xl
ik) (14)

σ2l =
1

k − 1

k∑
j=1

(xl
ij − μl)2 (15)

Step5. We synthetic the target value as the following equation
computes:

tik = xikωik + bik (16)

Step6. Set the AdaBoost hyper-parameters, including the num-
ber of models in t, the single model iteration number iter. Set
the sample and model initial weight ω0(i) and D0. Initialize
a single sparse Bayesian model weight parameter distribution.

ω0(i) =
1

N
(17)

D0 =
1

k
(18)

Step7. Iteratively training model. The Adam algorithm is used
to implement the weight parameter update of the model.

control operation of Qingshandian Reservoir to forecast the
flow of Changhua Hydrological Station. Fig. 1 is the schematic
map of the Changhua Hydrological Station and its surrounding
geographic location.

The annual summer flood data of Changhua River Basin
from 1998 to 2010 are selected as dataset, and one data
was recorded every 1 hour. The data elements include the
Changhua flow and rainfall, and the rainfall of the stations
in the upper reaches of Changhua. A total of 6552 samples
from 1998 to 2008 are selected as training samples, and 1688
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samples from 2009 to 2010 are selected as test samples.

Fig. 1. Map of Changhua Basin.

A. Implementation

Python language is used as the actual coding language in the
design of this system. The time accuracy is 3 hours. The length
of data input time k is 6 (the actual length is 6 hours), and the
prediction period is 9 hours. All experiments are carried out
on Linux servers equipped with 2.4GHz 6-core Xeon CPU,
60GB RAM and Nvidia GeForce GTX 1080 Ti.

B. Evaluation

In the experiment, root mean square error (RMSE), deter-
ministic coefficient(DC) and flood peak error(FPE) are used
to evaluate the performance of the model comprehensively.
Among them, deterministic coefficients and flood peak error
are usually used in hydrological forecasting.

1) RMSE:

RMSE =

√√√√ 1

n

n∑
i=1

(yi − y′i)2 (19)

where, n is the number of test samples while yi is the
groundtruth and y′i is prediction. The smaller the RMSE, the
better the performance of the model.

2) DC:

DC = 1−
∑n

i=1(yi − y′i)
2

∑n
i=1(yi − y)2

(20)

where, n is the number of test samples while yi is the
groundtruth and y′i is prediction, y denotes the mean of all
groundtruths. And if DC is large(at least 0.8)then the model
is good for prediction.

3) FPE:

FPE =
1

n

n∑
i=1

(ypi
− y′pi

) (21)

where, n is the number of test samples while ypi is the
groundtruth of flood peak and y′pi

is prediction, FPE denotes
the mean of all flood peak errors in test dataset.

C. Results

This part compares the performance of single model and
Boosting model with sampling capacity of 3000, 4000 and
5000 respectively. Prediction results is listed in the TableI
which shows the difference of forecasting ability of different
models from three indexes of RMSE, DC and FPE.

TABLE I
DATASET CHARACTERISTICS

Model Sampling capacity RMSE DC FPE

Single model

3000 99.26 0.79 256

4000 97.33 0.80 243

5000 96.43 0.80 251

Ensemble model

3000 75.27 0.82 200

4000 70.57 0.83 180

5000 73.96 0.82 196

From the above results, we can see that the overall level of
the ensemble model is higher than that of the single model.
In the single model and the ensemble model, the sampling
capacity has a certain impact on the performance of the model.
In this experiment, when the number of sampling is 4000, the
performance of the model is the best.

V. CONCLUSION

This paper proposes a flood forecasting model based on
AdaBoost and sparse Bayesian method. Firstly, the SMOTE
method is used to correct the flood data imbalance problem.
Secondly, by dynamically adjusting the sample and predictor
weights, multiple models with weak predictive ability are
integrated into a model with strong predictive ability. The
predictive performance of the overall model is enhanced while
avoiding overfitting. However, the relevant experiments are
relatively rough. For example, for the k in the synthetic sample,
the parameters of the number of integrated models are only
based on experience, and there is no experimental proof. In the
next work, we will study the parameters. Based on, to further
improve the model and improve model performance.
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